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Abstract

The Impact of Rater Experience and Essay Quality on Rater Behavior and Scoring

This dissertation aimed to investigate the impact of rater experience and essay quality
on rater behavior and scoring. In doing so, the variability of essay scores assigned to high-
quality and low-quality essays were examined quantitatively while raters’ decision-making
strategies were investigated qualitatively. Using convergent parallel design as a mixed-
methods approach, data were collected from 31 EFL instructors and two research assistants
working at higher education institutions in Turkey. While 15 of the participants were from a
specific university, the remaining participants represented various universities across Turkey.
Based on their reported rating experience, participants were divided into three groups: low-
experienced (n = 13), medium-experienced (n = 10), and high-experienced raters (n = 10).

Using an analytic scoring rubric, each participant assessed a number of 50 essays of
two distinct qualities (high- and low-quality) and simultaneously recorded think-aloud
protocols to determine the raters’ decision-making processes while scoring EFL essays. In
addition, raters’ written explanations for their ratings were used to triangulate the verbal
protocols. A total of 9,900 scores (1,650 total scores and 8,250 sub-scores), 446 think-aloud
protocols, and 5,425 written score explanations were obtained from the participants. The
analysis of quantitative data relied on generalizability (G-) theory approach as well as
descriptive and inferential statistics; qualitative data were analyzed through deductive and
inductive coding.

The results showed that high-experienced raters are more positive toward students’
essays and assign higher scores compared to their less experienced peers. Furthermore, the
high-experienced and low-experienced groups differed significantly in their total scores and

mechanics component sub-scores assigned to low-quality essays. Additionally, G-theory

il



analyses were conducted to determine the sources of measurement error and their relative
contributions to the score variability. The results yielded a smaller rater effect when high- and
low-quality essays were considered collectively, but it was found that raters contributed more
to score variation when separate analyses were conducted for each essay quality. The
qualitative findings suggested that raters in different experience groups display different
decision-making behaviors while assessing essays of different proficiency levels. Overall, the
findings provide striking insights for rater reliability in EFL writing assessment. Implications
are discussed with respect to EFL writing assessment in the local and wider context from the
perspective of fairness and rater reliability.

Keywords: EFL writing assessment, essay quality, generalizability theory, rater

behavior, rater experience, score variability, think-aloud protocols
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Ozet

Puanlayici Tecriibesi ve Kompozisyon Kalitesinin Puanlayici Davranisi ve
Kompozisyon Puanlar1 Uzerindeki Etkisi

Bu tezin amaci, puanlayicilarin gegmis puanlama tecriibeleri ve degerlendirilen
kompozisyonlarin kalitesinin, puanlayicilarin degerlendirme esnasinda sergiledikleri
davranislar ve kompozisyon puanlar1 iizerindeki etkilerini arastirmaktir. Iyi ve kétii seviyede
yazilmis kompozisyonlara verilen puanlar, nicel arastirma yontemine tabi tutulurken,
puanlayicilarin karar verme stratejileri nitel olarak incelenmistir. Arastirmada karma
arastirma yontemi olarak yakinsayan paralel karma yontem deseni kullanilmistir. Arastirma
verisi, Tiirkiye nin ¢esitli {iniversitelerinde ¢alisan 31 Ingilizce okutmani ve iki arastirma
gorevlisinden toplanmistir. Katilimcilarin 15°1 ayni tiniversitede gorev yaparken, diger
katilimcilarin gérev yaptigi tiniversiteler ¢esitlilik gostermektedir. Arastirmada yer alan
katilimcilar, gegmis puanlama tecriibelerine bagli olarak ii¢ gruba ayrilmistir. Buna gore
diisiik tecriibe grubu 13, orta tecriibe ve yiiksek tecriibe gruplar1 da 10’ar kisiden
olusmaktadir.

Her bir katilime1, analitik puanlama 6l¢egi kullanarak iki farkl kalite grubundan
olusan 50 adet kompozisyon puanlamistir. Bununla birlikte, sesli diisiinme yontemi
kullanilarak katilimeilarm Ingilizce kompozisyon puanlarken sergiledikleri karar verme
stratejileri incelenmistir. Ayrica, her bir puanlayici tarafindan, verilen puanlarin
gerekgelerinin belirtildigi yazili agiklamalar sunulmustur. Toplamda 9,900 adet kompozisyon
puani (1,650 toplam puan ve 8,250 alt puan), 466 adet sesli diistinme protokolii ve 5,425 adet
yazili degerlendirme puani gerekgeleri elde edilmistir. Nicel veriler, genellenebilirlik kurami
analizi ile birlikte, betimsel ve ¢ikarimsal istatistik kullanilarak analiz edilirken, nitel verilerin
analizleri i¢in timdengelim ve timevarim yontemleriyle kodlama ve smiflandirma yontemi

kullanilmastir.



Arastirma bulgulari, yiiksek tecriibe grubunda yer alan puanlayicilarin 6grenci
kompozisyonlarina karsi daha olumlu tutum sergilediklerini ve daha az tecriibeli
puanlayicilara gore daha yiiksek not verdiklerini gostermektedir. Ayrica, diisiik kalitedeki
kompozisyonlara verilen toplam puanlar ve buna ek olarak mekanik bilesenine (imla,
noktalama ve biiylik harf kullanimz1) verdikleri puanlar géz 6niine alindiginda, yiiksek tecriibe
ve diistlik tecriibe gruplarinda yer alan puanlayicilarin birbirlerinden anlamli bir sekilde
farklilastig1 tespit edilmistir. Olgmedeki hata kaynaklarini belirlemek ve bunlarm, puan
degiskenligini ne 6l¢iide etkiledigini tespit etmek adina genellenebilirlik kurami analizleri
yapilmustir. Analiz sonuglari, her iki kalitedeki kompozisyonlar bir arada diisiiniildiigiinde
puanlayicidan kaynaklanan hatanin kii¢iik oldugunu; ancak farkl kalitedeki kompozisyonlara
verilen puanlar birbirinden bagimsiz diislintildiigiinde, puanlayicinin puan degiskenligine
daha fazla katkida bulundugunu ortaya ¢ikarmistir. Arastirmanin nitel bulgular1 dikkate
alindiginda ise, farkli tecriibe diizeylerine sahip puanlayicilarin yiiksek ve diisiik kalitedeki
kompozisyonlar1 degerlendirirken farkli karar verme stratejileri uyguladiklar belirlenmistir.
Bu tez arastirmasi genel olarak, Ingilizce yazma becerisinin degerlendirilmesi alanindaki
puanlayict glivenirligi konusunda carpict sonuglar ortaya koymaktadir. Kurumsal ve daha
genel baglamlar diizeyinde arastirmanin bulgularinin etkileri tartigilmaktadir.

Anahtar Kelimeler: genellenebilirlik kurami, ingilizce kompozisyon degerlendirme,
kompozisyon kalitesi, puan degiskenligi, puanlayict davranisi, puanlayici deneyimi, sesli

diisiinme protokolii
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Chapter 1
Introduction

It is a well-known fact that foreign language skills are important in an increasingly
globalized world in that language tests play a crucial role in people’s lives, opening doors to
opportunities in education, business, and even moving to other countries (McNamara, 2000). In
other words, when the acquisition of a language skill becomes important, testing that skill
gains significance as well (Weigle, 2002) in order to track the continual development of
learners and make high-stakes decisions relying on assessment outcomes. In this sense, it is of
great importance to administer effective testing methods that allow individuals to perform at
the required standard of language use (Fulcher, 2010).

Assessment can simply be defined as different ways used to gather information on
learners’ language abilities (Hyland, 2003). As for writing, an assessment task is the process in
which students generate a piece of writing, and it is known to be “the most common method
for writing assessment in both first- and second-language contexts” (Weigle, 2002, p. 58). In
writing performance tests, students are expected to produce a satisfactory amount of writing
and experienced raters make judgements about the product relying on agreed-upon criteria,
which represent the quality of their performance (McNamara, 2000). In this regard, if the
interpretation of a score assigned to a test is an indicator of an individual’s performance, that
score should be reliable and valid (Bachman, 1990). However, assessing students’ English as a
second language (ESL) or English as a foreign language (EFL) writing performance is not only
assigning scores to their essays, but rather a complex process that brings several factors
together to compose a decision about students’ performance (Weigle, 2002). To put it
differently, a score assigned to the essay is not the outcome of the interaction that occurs

between test-taker and the test, but the result of the interactions among several factors



including the test-taker, the prompt or task, the written text itself, the rater(s), and the rating
scale (Hamp-Lyons, 1990; Kenyon, 1992; McNamara, 1996). Therefore, ratings given to
individuals’ performances are believed to be subjective since they are not only reflections of
the quality of performances but also the quality of raters’ judgements (McNamara, 2000),
which puts the rater and rating process in a central place (Attali, 2015).

Given the multiple aforementioned factors contributing to variability in essay scores,
assessing writing is a complicated and challenging process (Barkaoui, 2008; Fulcher, 2010;
Hamp-Lyons, 1991; Huang, 2007, 2008, 2009, 2011; Huang & Foote, 2010; Huang & Han,
2013; Hughes, 2003; Weir, 2005). Therefore, it is not very likely to obtain perfect score
reliability in writing assessments (Bachman, 1990; Hughes, 2003). Demanding high reliability
is, however, natural especially when important decisions about the learners are made from the
writing scores. As such, several factors related to test design, test administration, and scoring
should be treated appropriately in order to make the tests more reliable (Hughes, 2003).

In this sense, rater training and previous experience of the raters are considered as
effective factors to ensure reliability of scores in terms of the aspects of intra- and inter-rater
consistency. Therefore, investigating raters’ scoring background can help reduce the variability
in essay scores (Carlson, Bridgeman, Camp, & Waanders, 1985; Cumming, 1990; Hamp-
Lyons, 1990; Homburg, 1984; Myers, 1980; Najimy, 1981; Reid, 1993; Upshur & Turner,
1995).

Problem Statement

Among other performance assessments, assessing EFL writing performance is
frequently carried out for three main purposes in Turkish universities: 1) to address the high-
stakes entrance and exit exams given to students in the one-year, intensive English preparatory
programs that universities generally offer to students from different majors prior to the start of

their departmental courses and which are required for students enrolled in English-medium
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departments; 2) to assess students’ writing performances throughout their university education
in order to evaluate their progress in English; and 3) to evaluate students’ writing performance
as a prerequisite for exchange programs like Erasmus+, since such programs require a good
command of EFL writing. Given that each of these purposes influences students’ progress in
higher education, it is essential to assess students’ written production in a reliable way.

The testing offices of the English language preparatory programs at universities are
mostly responsible for preparing exams for the aforementioned purposes. However, scoring
procedures do not always follow formal, predetermined steps, such as training and calibrating
raters to rate the essays reliably. As such, different assessment protocols are implemented at
different institutions. To illustrate, in some cases only a single rater assigns scores to students’
written products based on his/her impressions and inner-criteria while in other cases double-
grading is employed with a reliable rubric. Furthermore, anonymous evaluations are adopted at
some institutions while the transparency of students’ identities may manipulate the assessment
processes at other institutions. The application of different scoring preferences and procedures
at different institutions or within the same institution contributes to unfair judgement and
unfortunately is the norm across Turkish universities. Therefore, there is a need for a
standardized and sound assessment system in order to provide students with fair scorings.

The aforementioned discussions about reliability issues in assessing writing are drawn
from multiple factors that contribute to the fairness of writing scores (Gebril, 2009; Han, 2013;
Huang, 2011; Huang & Foote, 2010, Saeidi & Rashvand Semiyari, 2011). Generally, the
variability of scores stems from three sources: a) students, b) rater types, and c) writing tasks
(Barkaoui, 2007a; Elorbany & Huang, 2012; Gebril, 2009, 2010). However, many other factors
have been identified in the literature as affecting the writing scores assigned by raters to a
single task, including rating mode, scoring method, and rater training (Barkaoui, 2008; Brown,

1991; Cumming, 1990; Huang, 2011; Lumley, 2005; Weigle, 2002). Of these factors, rater



variation is considered most central to writing performance assessment (Huang, 2011; Huang
& Foote, 2010; Huot, 1990; Lim, 2011; Wolfe, 2005). Raters show a variety of differences in
terms of their professional experience, linguistic background, educational background,
expectations and beliefs, and tolerance for error (Weigle, 2002). These variations cause the
assignment of differing scores to the same essays by different raters or the fluctuation in scores
to the same essays by the same raters at different times (Homburg, 1984; Huang, 2011; Huot,
1990).

As one of the rater features, previous rating experience is attributed to ensuring fair
judgment, placing expert scorers in a superior position throughout the evaluation processes.
Yet, expertise in assessing writing does not necessarily promise reliable scores. Additionally,
the contrast effect in rating while assessing papers of different qualities simultaneously is
worthy of discussion in that while a medium quality essay tends to receive a low score when it
is assessed after reading several high-quality essays, it tends to receive a higher score when it is
preceded by a number of lower quality essays (Daly & Dickson-Markman, 1982; Freedman,
1981; Hughes & Keeling, 1984). Therefore, it is essential to understand the differences and
commonalities in raters’ reactions to essays of different qualities in order to better understand
the variability of ratings. To this end, this research study focuses on two factors, namely
scorers’ rating experience and essay quality, to investigate their impact on the variability of
EFL essay scores and rating behaviors that the raters exhibit in Turkish tertiary-level
education. Given that assessment problems have been under-researched at the institutional and
national levels in Turkey, this research gains significance by investigating two main sources of
error in EFL writing assessment to establish meaningful and generalizable measurements that

should be relevant beyond individual contexts.



Purpose of the Study

The main purpose of this study was to investigate the impact of rater experience and
essay quality on rater behavior and essay scores. First, it aimed to explore whether professional
experience matters for the variability and reliability of ratings by examining raters with varying
rating experience. Second, this study attempted to observe the different behaviors and decision-
making strategies that raters exhibit while assessing essays of different qualities. Third, this
study aimed to measure the extent to which the aforementioned factors contribute to the
variability and reliability of EFL writing scores. Adopting a mixed-methods research design,
the variability and reliability of ratings assigned to the essays were examined quantitatively
through the employment of G-theory approach. Qualitative data were collected through think-
aloud protocols and written score explanations to investigate the decision-making behaviors of
the raters.

From the quantitative perspective, the first set of questions were as follows:

1. Are there any significant differences among the analytic scores of the low- and
high-quality EFL essays?

2. Are there any significant differences among the analytic scores assigned by raters
with varying previous rating experience?

3. What are the sources of score variation that contribute most (relatively) to the score
variability of the analytic scores of EFL essays?

4. Does the reliability (e.g., dependability coefficients for criterion-referenced score
interpretations and generalizability coefficients for norm-referenced scores
interpretations) of the analytic scores of raters differ based on their amount of
experience?

Moreover, based on the qualitative data, the following questions were asked:



5. How do raters make decisions while rating different quality EFL essays
analytically?
6. How is rating experience related to EFL raters’ decision-making processes and the
aspects of writing they attend to?

Significance of the Study

The rater is located at the heart of the assessment process (Lumley, 2005) and one of
the rater factors that seems to play a prominent role in the assessment process is the raters’
professional experience (Barkaoui, 2010a). Although the findings of previous studies are
contradictory, empirical research has investigated the effect of professional experience on
essay scores (Barkaoui, 2008, 2010a, 2010c, 201 1a; Cumming, 1990; Hamp-Lyons, 1996;
Leckie & Baird, 2011; Lim, 2011; Lumley & McNamara, 1995; Reid & O’Brien, 1981;
Rinnert & Kobayashi, 2001; Shohamy, Gordon, & Kraemer, 1992; Song & Caruso, 1996;
Sweedler-Brown, 1985; Weigle, 1999; Wolfe, 2005). In some cases, there was a positive
correlation between rater experience and rater leniency (e.g. Song & Caruso, 1996) while the
reverse was reveled in other studies (e.g. Barkaoui, 2010a). Further, sometimes no significant
difference was found between less experienced and more experienced rater groups (e.g.
Shohamy et al., 1992) in terms of reliability, while experienced raters were found to be more
reliable in some cases (e.g. Reid & O’Brien, 1981). Added to that, experienced raters and
novice raters might show differences in employing different decision-making strategies (e.g.
Cumming, 1990). Since previous research has mostly examined the differences between novice
and experienced raters and revealed conflicting results, investigating the impact of varying
previous rating experience of raters in Turkish context gains significance.

Another inspiration of the current study is the limited amount of research that has been
carried out to examine the impact of essay quality on rating variability and reliability of

ESL/EFL writing. Learners’ expertise in the second language (L2) and their first language (L1)



backgrounds have been the main concerns of some studies (Baba, 2009; Brown, 1991; Han,
2017; Huang, 2008; Huang, Han, Tavano, & Hairston, 2014; Song & Caruso, 1996). For
example, Brown (1991) found no significant difference in the scores assigned to the essays
written by native English speaker (NES) and EFL students. However, Huang (2008) revealed
that ESL students had lower scores than NES students given their linguistic deficiencies. When
it comes to writer proficiency, raters tended to give more consistent scores to high-quality
essays (Han, 2017; Huang et al., 2014). The research examining scoring differences between
papers of distinct qualities is limited and mostly restricted to ESL contents. Therefore, this
study is significant given that it attempts to fill the research gap related to the impact of essay
quality on writing performance assessment.

Another important consideration of this research is related to its methodology. Most
quantitative research relies on classical test theory, which is considered a weak theory as it
accounts for only a single source of variance within a given analysis (Huang, 2008, 2012; Linn
& Burton, 1994). However, this study uses G-theory (Cronbach, Gleser, Nanda, & Rajaratnam,
1972) as a theoretical framework for quantitative analysis to detect rater variation and
reliability of writing assessment because of its sophisticated nature to detect multiple sources
of variability on essay scores (Shavelson & Webb, 1991). Additionally, this study employs
think-aloud protocols (TAPs) to collect qualitative data for comparing the evaluation criteria
and the rating processes of raters in different experience groups.

As a result, the current study attempts to examine the rater variation in EFL writing
assessment in Turkey by putting specific emphasis on previous experience in writing
assessment and the role of essay quality in the variability of ratings. In order to understand
what deviates raters from each other cognitively, this study strives to explore the differences

among raters’ decision-making processes even if they are expected to use the same scoring



criteria. The findings will put forward suggestions and implications for the standardization of
writing assessment situations and regulating institutional assessment protocols.
Definitions of Key Terms
The key terms that are considered central to the purpose of this study are listed as
follows:
EFL students — students whose L1 is Turkish and learn English as a foreign language.
Writing assessment — it implies evaluating an essay by assigning a score to the written

performance and commenting on it in the context of the study. A variety of terms including

99 ¢ 99 ¢

“grading,” “marking,” “rating” and “scoring” can be used interchangeably to refer to the
assessment process.

Rater — it refers to the assessor grading ESL/EFL writing, implying EFL instructors
working at higher education institutions in Turkey.

Previous rating experience — the number of years that a rater has spent rating
EFL/ESL writing professionally.

Rater behavior — in the context of the study, rater behavior refers to different ways by
which a rater arrives at a decision about students’ written performance (Huot, 1990).

Holistic scoring — assessing a writing sample by assigning one score to reflect the
overall quality of the paper (e.g., grammar, content, organization, style and quality of
expressions, and mechanics).

Analytic scoring — the process of evaluating each component of writing performance
such as grammar, content, organization, style and quality of expressions, and mechanics
separately using a rating scale.

Object of measurement — it refers to the entity under investigation. In this context, the

objects of measurement are students (Shavelson & Webb, 1991).
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Facet — a particular aspect of a measurement procedure (Shavelson & Webb, 1991). In
the context of this study, rater and essay quality can be defined as potential sources of
measurement error.

Condition — levels of a facet (e.g., for the facet rater: rater 1, rater 2, etc.; Shavelson &
Webb, 1991).

Universe — it represents the overall number of conditions of a facet or amalgamation of
facets (as in an interaction) (e.g., universe of items, universe of raters, and universe of items-
raters) (Shavelson & Webb, 1991).

Universe of generalization — it refers to the universe of conditions of a facet to which a
decision-maker wants to generalize (Shavelson & Webb, 1991).

Universe score — the value attributed to a person’s observed scores over all
observations in the universe of generalization. It is also known as “true score” in classical test
theory (Shavelson & Webb, 1991).

Generalizability- (G-) study — a type of study in G-theory to evaluate the relative
importance of various sources of measurement error and investigate the effects of diverse
changes in the measurement design (e.g., different number of tasks or raters/ratings; Brennan,
2001b).

Decision- (D-) study — a type of study which integrates the ideal design to allow the
interpretation of score reliability in the norm-referenced or criterion-referenced frame of
reference (Brennan, 2001b).

Variance component — refers to the facet(s) that has an effect size in a G-study. It helps
the investigator estimate the magnitude of explained variance components within the given
design. It not only accounts for each variance component but also explains the percentage of

variance resulting from the interactions between facets (Shavelson & Webb, 1991).
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Fixed facet versus random facet — If the researcher is dealing with the instances under
investigation and does not desire to generalize beyond those instances, then the facet is treated
as fixed while all conditions in a facet are exchangeable with the ones in the universe when the
facet is considered random (Briesch, Swaminathan, Welsh, & Chafouleas, 2014; Giiler,
Uyanik, & Teker, 2012).

Norm-referenced versus criterion-referenced — the scores of each test-taker are
interpreted relative to the other test-takers’ performance in a norm-referenced test. In a
criterion-referenced test context, each test-taker’s score is interpreted relative to a fixed set of
predetermined test criteria (Brown, 1996).

Relative error versus absolute — There are two types of decisions made in
measurement theory: relative and absolute. While the former deals with an individual’s relative
position in a population, the latter concerns the individual’s level of knowledge, skills, and
attitudes regardless of others’ performance. In this sense, the error related to relative decision is
considered relative error, and absolute error is the result of error associated with absolute
decision (Shavelson & Webb, 1991).

Generalizability coefficient versus dependability coefficient — generalizability
coefficients are used in a norm-referenced score interpretation and are denoted by Ep” or G-
whereas dependability coefficients are used in a criterion-referenced score interpretation and
are denoted by @ (Briesch et al., 2014; Shavelson & Webb, 1991).

A generalizability coefficient is the ratio of the universe score variance to itself plus

. . o3 . e . .
relative error variance (Ep” = — fgz)' It is the analogue of a reliability coefficient in
pTIs

classical theory. A dependability coefficient is the ratio of the universe score variance

2
to itself plus absolute error variance (O = ﬁ ) (Brennan, 2001a, p.13).
p T O)
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Organization of the Dissertation

This dissertation consists of five chapters including introduction, literature review,
methodology, results, and conclusion and discussion. The following chapter gives a detailed
review of the relevant literature in a deductive manner beginning with general information
about L2 writing assessment and elaborates into the details and the factors effecting writing
performance assessments. After scrutinizing the relevant studies about raters’ professional
experience and essay quality as the factors influencing writing score variability and reliability,
the section continues with a summary of rater cognition in terms of decision-making behaviors.
Thereafter, Chapter 2 ends with a summary and statement of research gaps in EFL writing
assessment. Chapter 3 starts with the research design and theoretical framework. Following
that, descriptions of participants, data collection instruments, data collection process, and data
preparation procedures for the analysis are presented respectively. In Chapter 4, the results are
organized and reported to answer the qualitative and quantitative research questions separately.
Finally, Chapter 5 summarizes and discusses the findings, explains the limitations of the study

and touches upon pedagogical and methodological implications in the end.
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Chapter 11
Literature Review

This chapter reviews the research literature regarding the factors that impact the
variability and reliability of ESL/EFL writing performance assessment. First, brief information
is given about L2 writing assessment and the section continues with an overview of EFL
writing assessment in higher education in Turkey. Second, reliability, validity, and fairness
issues concerning writing performance evaluation and the factors effecting the reliability and
variability of essay scores are discussed through the review of empirical studies. Third, the
impact of rater’s professional experience and essay quality on ESL/EFL writing scores are
examined respectively. Finally, rater cognition in terms of EFL/ESL writing assessment is
discussed followed by a summary and statement of research gaps in EFL writing assessment
and the significance of this dissertation to bridge those gaps.

Second Language Writing Assessment

Performance tests are the most commonly used tests in writing in which individuals are
expected to produce a satisfactory piece of writing upon which experienced raters make
judgements relying on an agreed-upon criteria (McNamara, 2000; Saeidi & Rashvand
Semiyari, 2011). This assessment type is employed to design a testing procedure that includes
the observation or simulation of real-world behavior and activity from which the raters
evaluate the performance (Weigle, 2002), providing the advantage of direct assessment of
learners’ productive language skills (Johnson & Lim, 2009). McNamara (1996) makes a
distinction between strong sense and weak sense of performance assessment in language
testing. While fulfilment of the task is prioritized in strong sense of performance assessments,
the focus is on the language use in the weak sense. McNamara asserts that most language tests

appear somewhere in between these two extremes of the continuum.
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Regardless of where performance assessment stands in the language testing process, the
primary purpose of testing in an educational setting is to provide information for decision-
making processes (Bachman, 1990). In this regard, assessment purposes can generally be
described in five categories including a) placement: allocating students to appropriate language
proficiency groups; b) diagnostic: identifying students’ needs based on their strengths and
weaknesses; ¢) achievement: exploring students’ progress considering the course objectives
and outcomes; d) performance: finding out students’ success in performing specific tasks; and
e) proficiency: measuring students’ general language proficiency levels (Hughes, 2003;
Hyland, 2003). Specifically, assessing writing has two main purposes: 1) making inferences
out of test performance and 2) making high-stakes and low-stakes decisions based on those
inferences (Bachman & Palmer, 2010; Hughes, 2003; Weigle, 2002). To illustrate the
difference between high- and low-stakes decisions, placing students in a level group based on
performance assessments can be considered to have a minor impact on students’ lives (low-
stakes) while awarding university admission or a scholarship based on performance assessment
may impact the students’ futures significantly (high-stakes) (Weigle, 2002). Therefore,
reliability and fairness should be ensured in writing performance assessments given the notable
impact that the outcome of the rating process has on individuals’ lives (Attali, 2015; Baker,
2010).

In parallel with the assessment purposes mentioned above, another distinction can be
made between formative and summative assessment in that both assessment types carry
different purposes in the testing process. Formative assessment aims to verify to what extent
learners have progressed in achieving the learning objectives and outcomes and provides
information to modify future learning situations, while summative assessment intends to
measure the ultimate success of the students at the end of the process (Fulcher, 2010; Hughes,

2003). Referring to the discussion on the tests being high-stakes or low-stakes in the previous
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paragraph, summative assessment results can be considered respectively more important in
terms of the generalizable meaning of scores in that high-stakes tests are used to certify an
ability and compare the performance of different educational settings across the world
(Hughes, 2003).

As for the characteristics of a writing assessment task, Hamp-Lyons (1991) suggests a
list of items involving a minimum-sized of a piece of writing (100 words suggested), writing
prompt, scoring scale, rater and grade. Weigle (2002) extends this list by adding two more
items: 1) a limited time frame and 2) confidentiality of the topic which should be unknown to
the test-takers before the test. Although all the aforementioned facets of an assessment task are
included in the evaluation process, the performance of students tends to vary from each other
due to a variety of factors. The factors contributing to score variances can be attributed to two
general sources: a) meaningful variance created by the purposes of a test and b) measurement
error or error variance generated by extraneous sources (Brown, 2005). These sources of
variance can be listed as environmental factors (i.e. noise, lighting, weather, space, and
location), test administration processes (i.e. direction, equipment, and timing), test-taker
variables (i.e. health, fatigue, motivation, concentration, and testwiseness), scoring procedures
(i.e. errors in scoring, subjectivity, and rater biases), and the test and test items (i.e. item types,
number of items, test booklet clarity, answer sheet format, and particular sample of items), all
of which impact the reliability of scorings assigned to students’ test performances (Brown,
2005; Schoonen, 2005).

Considering the importance of accountability in assessment, fair judgement plays a
chief role in establishing meaningful and generalizable measurements that should be relevant
beyond individual contexts. As such, the following section discusses reliability, validity, and

fairness concerns specifically related to L2 writing assessment and provides an overview of the
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EFL writing assessment situations at Turkish universities followed by a review of factors
affecting the reliability and validity of ratings in EFL/ESL writing.

Reliability, validity, and fairness. The discrimination between subjective and
objective tests can be entirely made in terms of scoring procedures (Bachman, 1990). While
the correctness of a test taker’s responses to the questions is subject to a pre-determined answer
key in an objective test, the interpretation of the scorers in a subjective test determines whether
the answer is correct or not (Bachman, 1990). That the evaluation of students’ performances is
dependent on the raters’ interpretations in subjective tests raises concerns about the reliability
of performance assessments. This is particularly true in writing assessments, which can be
considered subjective in nature. In other words, a score assigned to the essay is not the
outcome of the interaction that occurs between test-taker and the test, but the result of the
interactions among several factors including the test-taker, the prompt or task, the written text
itself, the rater(s), and the rating scale (Hamp-Lyons, 1990; Kenyon, 1992; McNamara, 1996),
which can lead to erroneous measurements in writing assessment. Therefore, reliability
investigates the extent to which a test score—an individual’s performance—is affected by
measurement error rather than the language ability that is intended to be measured (Bachman,
1990). That is to say, reliability examines how to derive consistent scores across different
raters, times, settings, test forms, and other characteristics of measurement (Bachman, 1990;
Weigle, 2002).

There are two main types of inconsistencies in scoring: a) inter-rater reliability is
concerned with the consistency of scores assigned to same essays by two raters; b) intra-rater
reliability is related to the inconsistencies in the scores of a single rater assigned to the same
essay or essays in similar quality across different times (H. D. Brown, 2004; J. D. Brown,
2005; Shohamy et al., 1992; Weigle, 2002). Although it is difficult to ensure inter-rater

reliability because of rater variables—hence full inter-rater consistency does not seem to be
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promised no matter how the raters are trained on scoring essays—Weigle (2002) suggests
several procedures that can be implemented in order to improve inter-rater reliability in writing
assessment as follows:

[D]esigning and pre-testing prompts carefully to make them accessible to all test-takers,

selecting and training raters, double-marking of essays, ensuring the independence of

scores so that one rater is not influenced by the scores that another rater gives, and
using a scoring rubric along with model essays that instantiate the criteria outlined in

the rubric. (Weigle, 2002, p. 59)

In addition to the procedures underlined above, White (1994) proposes three more
practices to maintain reliability in writing assessment: a) scoring essays in a controlled reading
which means that raters come together in the same place and time to grade essays; b) checking
on the scoring in progress to make sure the individual raters are following the pre-determined
scoring standards; and c) evaluating the scoring process and keeping records pertaining to the
assessment tasks in order to discriminate between reliable and unreliable raters for the
following grading sessions. Absolute reliability is not likely to be achievable (Hughes, 2003;
Hyland, 2003) even if the required measures are taken in order to form a safe assessment
context. However, greater reliability should be demanded when important decisions are to be
made from test scores (Hughes, 2003).

Reliability is an essential consideration in testing and an important requirement for test
validity (Bachman, 1990; Weigle, 2002). Reliability is concerned with the quality of test scores
while validity is related to the quality of test interpretations and purpose (Bachman, 1990).
That is to say, validity examines whether the inferences and decisions made from test scores
are meaningful, appropriate and useful regarding the purpose of the test in that there must be a
high level of certainty that a test score is the indicator of particular individual’s ability

(Bachman, 1990). Instead of approaching reliability and validity as different constructs, they
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should be considered to be complementary because both of their concerns are essentially to
“minimize the effects of measurement error” and “maximize the effects of the language
abilities we want to measure” (Bachman, 1990, p.161).

Statistically speaking, the reliability coefficient varies between 0 and 1, allowing test
designers to assess the reliability of tests and scorings in that ideal reliability is close to its
maximum (1) when consistent results are obtained for a particular group of examinees
(Bachman, 1990; Fulcher & Davidson, 2007; Hughes, 2003; Kane, 2008). With respect to the
reliability coefficient of tests, it is inevitable to touch upon the distinction between
unobservable behaviors—Ilanguage-abilities in our context—and observed test scores; in other
words, given that the language abilities being measured are abstract, they are not subject to
direct observations which can yield an individual’s ‘true’ score for a given ability (Bachman,
1990, p. 166).

An observed score is comprised of two components: “a true score” which represents an
individual’s level of ability and “an error score” that stems from the factors other than the
ability being tested (Huot, 1990; Bachman, 1990, p. 167; Fulcher & Davidson, 2007, p. 104).
According to classical true measurement theory, the variance of the observed scores is equal to
the sum of variances of true scores and error scores, the former of which rely on the difference
between performances of examinees while the latter refers to the unsystematic and random
measurement error (Bachman, 1990; Huang, 2009; Hughes, 2003; Huot, 1990). In this sense,
the greater the proportion of true score and the less the contribution of error score are, the more
reliable the observed score attained can be considered.

In a nutshell, fairness is desired in every assessment situation; however, fairness is hard
to achieve due to the contribution of several factors to the reliability of writing scores
(Bachman & Palmer, 2010; Breland, 1983; Han, 2013; Huang, 2007, 2008, 2009, 2011; Huang

& Foote, 2010). As such, several precautions including training the raters, double-grading the
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essays, using scoring rubrics etc., have been put forward to increase the reliability of ESL/EFL
writing assessment (Bachman & Palmer, 2010; Hughes, 2003; Weigle, 2002; White, 1994).
Therefore, previous research has investigated the impact of the aforementioned factors on the
reliability of ESL/EFL writing assessment and the effectiveness of various measures to
eliminate reliability concerns in the assessment process (Attali, 2015; Bacha, 2001; Barkaoui,
2007b; 2008; 2010a, 2010b, 2010c; Ebel & Frisbie, 1991; Elorbany & Huang, 2012; Han,
2013; Henning, 1991; Huang, 2008, 2011; Huang & Foote, 2010; Shi, 2001; Song & Caruso,
1996; Sweedler-Brown, 1985; Weigle, 2002).

An overview of EFL writing assessment in tertiary education in Turkey. University
admissions for undergraduate study in Turkey rely on a national-level examination
administered by the Student Selection and Placement Center (OSYM, abbreviated in Turkish).
The only way to enter a university for prospective university students is to take the
aforementioned exam, and test-takers are ranked based on their exam scores. The candidate
students are placed in a university from their list of preferences according to their scores and
rankings.

The medium of instruction at tertiary education in Turkey is 100% Turkish, 30%
English or 100% English, and is determined by the English language proficiency of individual
departments’ academic staff. According to the regulations of Turkish Council of Higher
Education, university students have to meet English language requirements in order to start
their departmental studies in programs that are partly (30%) or completely (100%) in English.

Every university administers its own English proficiency tests that are generated by the
testing unit of the university’s English preparatory program or provided by international
English education and publishing companies at the beginning of the first academic year.
However, these high-stakes tests differ from each other in some aspects including question

type, question difficulty, and test content in terms of skills assessed based on the specific goals
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and educational policies of each university. If students meet the predetermined performance
standards of these tests, they can start their education in their departments. Otherwise, students
have to receive foundation English courses to develop their reading, writing, listening, and
speaking skills at an English preparatory program, in which students are placed in distinct
language proficiency levels decided by a placement test. In English language preparatory
programs in Turkey, writing constitutes a fundamental portion of the English language
curriculum because the ability to write effectively has become more valuable, especially in
higher education, given that writing is considered not only as a standardized way of
communication but also as a key to successful learning (Weigle, 2002). Therefore, students
receive writing classes in each level of their English preparatory year during which they learn
to write beginning with sentence-level texts and advancing to paragraphs and essays.

In addition to existing as a separate course in the preparatory programs, writing has
become a common way to test students’ English language achievement in different courses
with activities such as paraphrasing in reading courses or note-taking in listening courses.
Several courses aiming to teach writing skills, such as Advanced Reading and Writing Skills
and Academic Writing, are also offered in departments such as English Language Teaching
(ELT), English Language and Literature (ELL), English Linguistics (EL), and Translation
Studies (TS). Additionally, teaching how to write in English is an interdisciplinary concern
both at undergraduate and graduate schools of Turkish universities due to the status of English
as an international language in science and academy.

Considering the crucial role of writing skill instruction as stated above, assessing that
skill is equally as important. The best way to test learners’ writing ability is to “get them to
write” (Hughes, 2003, p. 83). However, a predetermined and standardized way is not followed
while assessing learners’ writing performance, potentially causing score variations and unfair

judgements. Instead, various assessment protocols are implemented at different universities



20

across the country. While some universities rely on a double-grading system using a scoring
rubric, only a single rater judges students’ essays at other universities. On the one hand, essays
are graded anonymously at some institutions, but on the other hand, raters’ at other institutions
know students’ identities, which potentially biases scoring. These diverse implications give rise
to assessment reliability issues not only among different universities but also within the same
university. Therefore, it is indisputable that there are a number of reliability concerns stemming
from the assessment procedures of EFL writing performances, which are used to make high-
stakes decisions that impact students’ lives significantly.
Factors Affecting ESL/EFL Writing Assessment

Given that test performance is affected by factors other than the skills being tested,
identifying the potential sources of error in a measurement is a fundamental concern in
language test development and use (Bachman, 1990). Weigle (2002) benefits from the works
of McNamara (1996) and Kenyon (1992) to give a list of the factors that have an impact on test
scores as follows: task variables, text variables, rater variables, rating scales, context variables,
and test-taker variables. Among these variables, rater variation is considered central to writing
performance assessment (Bachman, 1990; Cooper, 1984; Huang, 2008, 2011; Huang & Foote,
2010; Huot, 1990; Lim, 2011; Stalnaker & Stalnaker, 1934) as raters bring their experience,
expectations, background, and values to the assessment process (Huang, 2009; Weigle, 2002).
Rater variations contribute to the assignment of varying scores to the same essays by different
raters or fluctuation in score to the same essays by the same raters at different times (Bachman,
1990; Homburg, 1984; Huang, 2008, 2009, 2011; Huot, 1990). Rater variables have been
investigated based on two main foci, which are the components of essays that raters attend to
while assessing writing and the impact of rater characteristics on essay scores (Weigle, 2002).

An extensive body of studies on the factors including writing task and essay topic,

rater’s previous scoring experience, rater’s L1, rater training, rating methods, and sociocultural
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aspect and purpose of assessment is analyzed in the forthcoming sections of this chapter.
Additionally, rater’s rating experience and essay quality are elaborated on as the two factors
researched in this dissertation. Furthermore, benefiting from the findings of a number of
empirical studies, this section explains rater cognition and the decision-making strategies that
are applied during writing skill evaluations. Table 1 shows a brief summary of reviewed
studies on the aforementioned factors and issues involved in L2 writing assessment. Some of
the studies were presented under two or more categories because of their multiple foci relevant

to this research.
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Table 1

Summary of Reviewed Empirical Studies

Focus of the study Nl;:zggs()f Studies reviewed

Gebril (2009); Hamp-Lyons & Mathias
Writing Task and Essay Topic 5 (1994); Jennings et al. (1999); Sacidi &
Rashvand Semiyari (2011); Weigle (1999)

Elorbany & Huang (2012); Santos

Rater’s Professional Background 3 (1988): Song & Caruso (1996)

Johnson & Lim (2009); Kobayashi (1992);

Rater’s L1 3 Shi (2001)

Bacha (2001); Barkaoui (2007b); Barkaoui
Rating Methods 6 (2010c); Han (2013); Knoch (2009); Song
& Caruso (1996)

Attali (2015); Knoch et al. (2007); Shohamy
et al. (1992); Sweedler-Brown (1985);

Rater Training 5 Weigle (1994)

Socio-political Aspect 1 Baker (2010)

Barkaoui (2010a); Cumming (1990); Leckie
& Baird (2011); Lim (2011); Rinnert &

Rater’s Rating Experience 8 Kobayashi (2001); Song & Caruso (1996);
Wolfe (2005); Wolfe, Kao, & Ranney
(1998)

Brown (1991); Engber (1995); Ferris
. (1994); Han (2017); Huang (2008); Huang
Essay Quality 6 etal. (2014)
Baker (2012); Barkaoui (2007b; 2010c¢)
Cumming et al. (2002); DeRemer (1998);
Eckes (2008); Freddman & Calfee (1983);
Rater Cognition 13 Frederiksen (1992); Han (2017); Lumley
(2002); Vaughan (1991); Wolfe (2005);
Wolfe & Feltovich (1994)

Total 50
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Writing task and essay topic. It should be noted that issues related to the writing topic
such as test-takers’ interest in the topic, their prior knowledge of the topic or whether the topic
overlaps with the opinions of the test-takers may have an impact on examinees’ writing test
performance (Jennings, Fox, Graves, & Shohamy, 1999). Added to that, the number of tasks
administered to the students at once has been debated and it has been contended that generally
only one or two tasks can be administered to the students at the same time because of the
practical considerations such as test administration time and cost of scoring (Weigle, 1999).
Therefore, the tasks should be designed in a way that allows all of the test-takers to show their
performance equally at the maximum level (Hamp-Lyons & Mathias, 1994; Weigle, 1999,
2002). When the examinees are given respectively lower scores for their written performance,
it is generally attributed to the difficulty of that specific writing task or prompt (Weigle, 1999).
However, the relationship between task difficulty and scores is not simple to explain given that
rater-essay prompt interaction may affect the scoring process (Weigle, 1999). In this sense,
several studies focused on the impact of writing task and essay topic on the variability of essay
scores from various perspectives including the difficulty of the prompt (Hamp-Lyons &
Mathias; 1994), rater-prompt interaction (Weigle, 1999), the impact of students’ choice or no-
choice of topic on their performance (Jennings et al., 1999), and comparison of different task
types (Gebril, 2009; Han, 2013; Saeidi & Rashvand Semiyari, 2011).

Hamp-Lyons and Mathias (1994) examined the extent to which experienced raters’
judgments of prompt difficulty varied. Four expert raters were asked to rate the difficulty of 64
prompts that were used for the writing section of the Michigan English Language Assessment
Battery (MELAB). The results showed that most of the essay prompts were considered to be of
moderate difficulty when the ratings of the four scorers were summed. Additionally, the study
looked at the relationship between prompt difficulty and mean writing scores by examining

previous scores assigned to the prompts under investigation in 8,583 cases. In contrast to what
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had been expected, the findings revealed a positive correlation between the judged prompt
difficulty and the mean writing scores. That is to say, as the difficulty of prompts increased,
mean writing scores increased as well. In this study, researchers also developed five prompt
categories including expository/private, expository/public, argumentative/private,
argumentative/public, and a combination of two or more of the four types. Moreover, the
relationship between prompt category and the mean writing scores was researched and the
results showed a reverse correlation in that the easiest prompt category considered by the
raters—expository/private—received the lowest mean scores while the most difficult which
was argumentative/public prompt was assigned with the highest mean scores.

Using quantitative and qualitative approaches, Weigle (1999) investigated the rater-
prompt interaction in the setting of English as a Second Language Placement Examination
(ELSPE). The writing section of the test includes two prompts—graph reading and choice
justification—and examinees write on one of these prompt in 50 minutes. Sixty essays from an
earlier set of compositions that represent each topic evenly were chosen for this study. Relying
on ELPSE rubric consisting of three subscales (content, rhetorical control, and language),
experienced and inexperienced raters were asked to rate the essays while thinking-aloud. The
results did not indicate any significant differences between the two groups of raters’ scores
assigned to choice essay; albeit, inexperienced raters graded the graph essays more harshly
than the experienced raters did. Following a training session, the differences found between the
two groups were eliminated though. The analysis of verbal protocols revealed the possible
reasons triggering the observed differences between the groups as follows: 1) the descriptors of
the rubric used in this study may have not addressed the characteristics of graph essay, leading
inexperienced raters to make harsh judgements, and 2) the nature of other choice essay types

elicits standard responses that match the generic essay structure that raters expect; however,



25

examinees can produce answers to graph reading tasks which the scorers may not be familiar
with, causing raters to refer back to their prior rating experiences.

In the same year, Jennings et al. (1999) investigated whether students performed
differently when they were given a choice of topic than those who did not have any choice of
topic within the context of Canadian Academic English Language (CAEL) Assessment. In
doing so, 254 ESL students hailing from numerous backgrounds and applying to Canadian
universities participated in this study, and they were randomly and evenly assigned to two
conditions: choice of topic and no choice of topic. According to the results, there was no
significant difference between the performances of the two groups of examinees. However,
though not statistically significant, the mean scores for the group that chose its topic were
slightly higher than those of no-choice group. Furthermore, both groups identified time as the
most important factor impacting their performance and the topic was reported as the second
most important factor.

Investigating task type rather than topic choice, Gebril (2009) examined the score
generalizability of independent and integrated (reading-based) writing tasks. Three experienced
NES raters were given a set of essays collected from 115 Egyptian university students studying
English language teaching. The essays were written on four tasks evenly representing
independent and integrated categories. The raters carried out the assessment process by using
separate holistic rubrics for each category. The results demonstrated that students performed
similarly on both tasks while essays on integrated tasks received slightly higher mean scores.
On the other hand, the generalizability analysis identified the triple interaction of persons
(examinees), raters, and tasks as the largest variance component, followed by persons and
person-by-task effect in both task types. When the data were further analyzed, it was seen that
the absolute error variance would be reduced most when the number of tasks and raters were

increased from one to two. Finally, because integrated tasks produced scores as reliable as the
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scores derived from independent tasks, this study suggested that reading-to-write tasks could
be used more commonly in writing assessment.

Considering the impact of task from a different perspective, Saeidi and Rashvand
Semiyari (2011) researched the impact of rating methods and task types on EFL learners’
writing scores. In doing so, they administered four different types of writing tasks (convincing,
describing, instructing, and explaining) to 50 EFL students who were enrolled in the
Department of English Language Translation at Islamic Azad University in Iran. The essays
collected from the students were assessed by three independent raters using holistic and
analytic scoring scales. The results indicated intra- and inter-rater reliability across raters’
holistic and analytic scores. According to G-study results examining the persons, raters and
tasks variance components, the writing tasks given to the students were at the same difficulty
with a relatively small variance component (2.14%). However, another set of statistics showed
that students performed better with describing than the remaining task types. The relatively
larger variance component due to raters (3.40%) and smaller variance component due to the
persons (0.26%) indicated that raters varied in their scores to some extent and students’
performances differed among tasks to a small extent.

To put it briefly, essay topics and task types had an impact on the performance of the
students and the raters’ scoring behaviors (Gebril, 2009; Hamp-Lyons & Mathias, 1994;
Jennings et al., 1999; Saeidi & Rashvand Semiyari, 2011; Weigle, 1999). It is believed that a
good topic with which the examinees are familiar can produce fair judgements (Gebril, 2009;
Weigle, 2002). With this in mind, a single topic, which was familiar to students in terms of
their future professions, was chosen in this study. In this way, the researcher eliminated the
disadvantages that might stem from a single topic by providing students with an attractive topic

on which they could show their performance at a maximum level.
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Rater’s professional background. Among the studies investigating the factors that
influence the reliability of the essay scores, some studies focused on rater’s professional
background (Elorbany & Huang, 2012; Santos, 1988; Song & Caruso, 1996). These studies
demystified the professional background features regarding raters’ majors study in particular
(Elorbany & Huang, 2012), the science field they come from (Santos, 1988) and the status of
English in the job description (Song & Caruso, 1996). The investigation of Santos (1988)
aimed to explore 178 professors’ reactions to EFL essays. While 96 of them came from
departments in the humanities/social sciences, 82 professors represented departments in the
physical sciences. The participant professors were asked to rate two EFL essays using a 10-
point scales based on two foci—Ilanguage and content. The results showed that the language
component of the essays received higher scores than the content component. The professors in
humanities/social sciences tended to score the essays more leniently than did the physical
science professors. Additionally, there were two significant variables described for the
differences found between professors’ ratings in terms of the language but not the content of
the essays: age and native language. First, younger professors were found to rate the language
more negatively than the older ones. Second, the non-native English speaking (NNS) raters
assigned lower ratings to the acceptability of the language, indicating that they found the
essays to diverge from the target language norms and features more so than the NES raters did.

In the same vein, Song and Caruso (1996) conducted a study to uncover the differences
between the scorings of raters from different professional backgrounds. A number of 30 ESL
faculty and 30 English faculty members participated in the research and both groups were
asked to rate two ESL and two NES essays holistically and analytically. Raters from the
English faculty assigned significantly higher scores to the essays holistically than the ESL
faculty raters did. However, no significant differences were found between the rater groups in

their analytic scorings. The differences in holistic but not in analytic ratings may have stemmed
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from the standards that both rater groups built toward English compositions from their
professional perspectives, which may have been diminished by the guidance of an analytic
rubric.

More specifically, Elorbany and Huang (2012) investigated whether raters’ professional
background impact ESL writing assessment using a G-theory approach. Twenty teacher
candidates with no previous formal teaching experience and who spoke English as their native
language participated in the study. Ten TESOL major teacher candidates and ten non-TESOL
major teacher candidates scored three ESL essays using a 10-point holistic scale. The results
showed that while teacher candidates studying TESOL scored the essays more consistently and
reliably, non-TESOL teacher candidates varied considerably in their scores, indicating that the
professional background of the raters had an impact on their scorings of ESL essays.

As can be seen in the review of the previous studies, the professional background of
raters was found to have an impact on their essay scores assigned to students’ essays (Elorbany
& Huang, 2012; Santos, 1988; Song & Caruso, 1996). Scoring differences might be related to
the raters’ expectations and perspectives related to their professional backgrounds and formal
training, resulting in issues of rater leniency and severity as well as issues with inter-rater
reliability when raters from diverse backgrounds assess the same group of essays. Although the
participants included in this study had different levels of education (BA and MA degrees), they
came from similar educational backgrounds (English Language Teaching and English
Literature) and worked as EFL instructors at Turkish universities, thus minimizing differences

that might arise from their professional background.
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Rater’s L1. As one of the factors affecting ESL/EFL writing assessment, raters’
linguistic background has also been under investigation to see whether NES teachers NNS
teachers respond to students’ writing with similar judgements (Connor-Linton, 1995; Hamp-
Lyons & Zhang, 2001; Hinkel, 1994; Hughes & Lascaratou, 1982; James, 1977; Johnson &
Lim, 2009; Kobayashi, 1992; Kobayashi & Rinnert, 1996; Santos, 1988; Shi, 2001).

Examining the impact of raters’ L1, Kobayashi (1992) investigated NES and NNS
Japanese ESL raters’ evaluations of ESL essays written by two university-level students. The
145 NES and 124 NNS raters who participated in the study varied in their academic status
including undergraduate, graduate and professorial levels. The results showed that NES raters
were stricter about the grammar component of the essays than the Japanese native speakers
were. Additionally, NES professors and graduate students were more positive in their reactions
to the aspects of clarity of meaning and organization than the Japanese speaking groups.
However, Japanese undergraduate students assessed the essays more positively than did the
NES undergraduate raters. Overall, the aforementioned findings indicated significant
differences between the two groups of raters varying in their L1 background.

In the same vein, Shi (2001) examined the differences between 23 NES and 23 Chinese
EFL teachers working at tertiary education in China in terms of 10 holistic scores that they
assigned to EFL essays and the qualitative reasons for their ratings. The results showed that
NES teachers displayed a higher intra-rater consistency than the other group of teachers did.
However, NES and Chinese EFL teachers showed no significant difference in their ratings to
the students’ essays. Although both groups of raters agreed on the most common positive
feature—the argument—and the most common negative feature—language, especially
intelligibility—of the essays, there was a significant difference between the qualitative
judgements of both groups of raters. While NES teachers responded to the content and

language aspects of the essays more positively, Chinese EFL teachers attended more negatively
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to the organization of the ideas and the length of essay. It was suggested that raters belonging
to different linguistic backgrounds might base their decisions about ESL/EFL essays on
different scoring criteria and qualitative judgements.

More recently, Johnson and Lim (2009) investigated the impact of rater language
background on writing performance assessment. A large sample of compositions written by the
examinees of Michigan English Language Assessment Battery (MELAB) was rated by 17
MELAB professional raters who all received standardized rater training and completed
certification programs. However, while the majority of the raters were native speakers of
English, only four raters represented three different L1 backgrounds other than English. In the
study, essays written by ESL examinees were scored using a 10-point holistic scale. Employing
the IRT FACETS program, the analysis of the data reveled no bias in the ratings stemming
from raters’ language background. The researcher, however, underlined the lack of
generalizability of the findings given the limited number of NNS raters in this study.

As can be seen, the literature is inconclusive as to whether raters’ L1 might affect the
essay scores significantly (Koyabashi, 1992) or whether the L1 background of the raters might
have no observable effect on the essay scores (Johnson & Lim, 2009; Shi, 2001). This factor
was not a consideration in this research since all the participants were native speakers of
Turkish. In selecting raters with L1 Turkish backgrounds, the researcher intended to eliminate
any possible L1 effects in rater variation.

Rating methods. Although using rubrics during writing skill assessment is believed to
provide the raters with a sound basis for their scores and interpretations derived from those
scores, scoring with a rubric may not make a reasonable difference compared to the criteria-
free evaluations unless the raters are trained to use the scales effectively (Rezaei & Lovorn,
2010). However, holistic and analytic scoring rubrics have been used in ESL/EFL writing

assessment to identify the students’ writing proficiency for different purposes (Bacha, 2001;
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Barkaoui, 2007b) given that both rubrics are different in rating methods, assumptions, and
implications for essay marking processes and scores given to students’ writing (Goulden, 1992,
1994; Weigle, 2002). Holistic scoring rubrics prioritize the strengths of a learner’s performance
on a writing task; however, analytic rubrics are better for uncovering the learner’s weaknesses
and are more user-friendly for providing feedback to the weak areas of learners’ writing skill
(Charney, 1984; Cohen & Manion, 1994; Cumming, 1990; Elbow, 1999, Hamp-Lyons, 1990,
1991, 1995; Reid, 1993; Weigle, 2002; White, 1994). Furthermore, holistic rubrics are
considered weak in reliability but strong in validity while multiple-trait scales stand out as a
more reliable and practical assessment criterion (Perkins, 1983). Although analytic ratings are
thought to be advantageous compared to holistic ratings to assess the quality of L2 writing for
the purposes of the assessment such as research, high-stakes testing, or diagnostic assessment,
(Charney, 1984; Cohen & Manion, 1994; Cumming, 1990; Elbow, 1999, Hamp-Lyons, 1990;
Reid, 1993; Shi, 2001; Weigle, 2002; White, 1994), there have been several studies in the
literature investigating the effectiveness of scoring rubrics for attaining high levels of
assessment reliability, detecting students’ weaknesses in writing ability, and supplying a good
amount of feedback for the learners (Bacha, 2001; Goulden, 1992, 1994; Weigle, 2002).

In order to investigate the differences between the scorings assigned holistically and
analytically, Song and Caruso (1996) conducted a study with 30 ESL faculty and 30 English
faculty members. It was found that raters from the English faculty assigned significantly higher
scores to the essays holistically than ESL faculty raters did. However, no significant difference
was found between the rater groups in their analytic scorings. This may be related to the
features of the scales in that holistic method does not allow an in-depth examination of the
essays, resulting in raters’ expectations playing a greater role in the holistic scores compared to

analytic ratings.
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In another study examining differences between rating methods, Bacha (2001)
investigated what holistic and analytic scoring methods mean to their users in terms of the
evaluation of writing. Using holistic and analytic rubrics respectively, two raters scored a
number of thirty essays written by Arabic EFL students at Lebanese American University. The
results indicated a high intra- and inter-rater reliability with holistic scores; yet holistic rubrics
were insufficient to display students’ performance in different components of writing. As for
the analytic scoring, the results underlined a positive correlation between the scores given to
each component and analytic scores. Additionally, analytic scoring revealed that students
performed significantly differently in distinct components of writing from best to least as
follows: content, organization, mechanics, vocabulary, and language. Further, significant
positive relations were found between holistic and analytic scores. The study suggested the use
of a combination of holistic and analytic rubrics to better assess students’ writing performance.

Using qualitative and quantitative methods, Barkaoui (2007b) researched the effects of
holistic and analytic scoring scales on EFL essay marking processes including essay scores,
raters’ decision-making strategies, and raters’ perceptions of EFL essay scoring in Tunisia. A
total number of 32 essays on two argumentative topics written by 16 EFL university students
were rated by four EFL teachers holistically and analytically. In addition to quantitative
analysis of the ratings within G-theory analysis, TAPs were employed in the ratings of two sets
of four essays during holistic and analytic scoring of the essays for the qualitative data
analysis. Surprisingly, the results indicated higher inter-rater reliability from the holistic
scoring scale than from the analytic scoring scale, a finding contrary to what the researcher had
expected; yet, the scores assigned to the component of organization on the multiple-trait scale
displayed high reliability as well. Additionally, more decision-making statements were
obtained with the holistic scoring scale than the multiple-trait scale. As was expected, the

multiple-trait scale resulted in more judgement strategies, and raters used more interpretation
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strategies with the holistic scoring scale. Regardless of rating method, the findings underscored
that the major source of variability in scores and the frequencies of decision-making strategies
was the raters.

In a different manner, Knoch (2009) compared two types of analytic rubrics: a
previously developed scale with less descriptors and an empirically developed analytic rubric
with more descriptors. In doing so, 10 experienced raters were asked to score a total of 100
essays using both of the rubrics. The analysis yielded that raters were more consistent in their
scores assigned with the newly developed detailed rubric and qualitative findings showed that
raters were more favorable of the more detailed rubric since they were able to better distinguish
between the different aspects of writing.

Considering the connection between rater cognition and scoring criteria, Barkaoui
(2010c) examined the impact of rater experience and rating methods on the variability of essay
scores through data collected from TAPs. Fourteen experienced and 11 inexperienced raters
participated in the study and assessed 12 essays both holistically and analytically. The results
revealed that rating scale type had a larger effect on raters’ decision-making behaviors and the
aspects of writing that raters attended to than rater experience did. The results showed that
raters’ behaviors varied based on the scoring method in that raters attended to the essay itself
while using holistic scale, but they referred to the rating scale while evaluating the essays
analytically. More judgements strategies than interpretation strategies were employed while
using both of the scales overall. However, the holistic scale elicited more interpretation
strategies and language focus strategies than the analytic scale, which elicited more judgement
strategies and self-monitoring focus strategies.

More recently, Han (2013) examined whether using analytic and holistic scoring
rubrics yielded significant results in terms of score variability in one experimental and one

natural context in Turkey. In the experimental context, the researcher gave 72 EFL essays to 10
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raters who received detailed training prior to scoring. Using a holistic and an analytic scoring
rubric, each rater evaluated the essays. In the natural context, nine raters who were oriented but
did not receive detailed training scored the same set of essays using the same analytic and
holistic rubrics. The data obtained from the experimental context (1,440 ratings) and natural
context (1,296 ratings) were analyzed using G-theory approach. The analysis of the
experimental context data suggested that following a detailed training, the scores produced
using the holistic rubric were as consistent and reliable as the scores produced from the
analytic rubric. However, the raters who did not receive the detailed training (the natural
context) displayed a great deal of variety in their holistic and analytic ratings. The findings
suggested that holistic scoring rubrics could be preferred over analytic scales, even for high-
stakes tests, as long as raters are carefully trained with specific consideration of institutional
objectives.

To sum up, the type of scoring rubric used is an important factor in attaining consistent
scores from raters. While raters tended to differ significantly in their holistic scores in some
studies (Song & Caruso, 1996), some studies found that raters varied significantly in their
analytic scores and high inter-rater reliability was found in the holistic ratings of scorers
(Bacha, 2001; Barkaoui, 2007b; Han, 2013). This study did not aim to compare rating scales
and preferred using an analytic scoring rubric given that they serve better for uncovering the
learner’s weaknesses and stimulating raters’ thoughts about the aspects of the essay (Charney,
1984; Cohen & Manion, 1994; Cumming, 1990; Elbow, 1999, Hamp-Lyons, 1990, 1991, 1995;
Reid, 1993; Weigle, 2002; White, 1994). In this way, the researcher aimed to derive rich
interpretations for the qualitative data collected through TAPs.

Rater training. Although a pre-determined scoring rubric is supposed to provide
insight to the raters for their evaluations, it may fail to help bring objectivity to the process.

Thus, an important way to reduce rater-related reliability risks is to give initial and ongoing
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rater-trainings to the raters (Barrett, 2001; Lumley & McNamara, 1995; McNamara, 2000;
Sweedler-Brown, 1985; Weigle, 1998, 1999; Wolfe, 2005) in which a set of performances at
different levels are assessed by the raters independently and discrepancies among judgements
are discussed to bring about agreement on the interpretation of the performances (McNamara,
2000). However, other researchers are hesitant to recommend training raters since it may pose
a threat to individual approaches to essay-reading by neglecting experience and background for
standardization and pushes raters to focus on superficial aspects of compositions (e.g., Barritt,
Stock & Clark, 1986; Charney, 1984; Huot, 1990). As such, several studies attempted to assess
the benefit of rater trainings with regards to increasing consistency among scorers in the
assessment context (Attali, 2015; Shohamy et al., 1992; Sweedler-Brown, 1985; Weigle,
1994).

To this end, Sweedler-Brown (1985) examined the impact of training and experience on
the consistency of essay scores at the writing development program of a large university. A
number of 26 raters, 6 of whom were highly experienced trainers, participated in this study.
While the regular 20 raters received surface training only during the grading session, the 6
trainers were exposed to a very detailed and extensive training prior to the study. Firstly, 897
essays were double-scored by the regular raters holistically and 36 of the essays received
scores diverging by more than one scale point; therefore, two raters and one trainer were
randomly called to score these essays using the same holistic rubric. Following a certain period
of time, these essays were given to the same three scorers to be assessed analytically in order to
see any potential effects of training and experience. The results showed that both groups of
raters took the same aspects of writing into consideration in their evaluations, which were
content and sentence structure. However, scorers with more training and experience showed
greater consistency between their holistic and analytic scores, suggesting that training and

experience may impact the reliability of the scores positively. Another finding revealed that
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raters with more experience and training assigned lower scores in both holistic and analytic
evaluations, meaning that experienced raters might treat the essays more critically.

Considering the interaction of experience and training, Shohamy et al. (1992)
investigated the impact of training and professional background on the reliability of essay
scores. In doing so, 20 raters—half of whom were experienced and half of whom were
inexperienced—were sub-grouped into trained and untrained raters in the study. Every group
of teachers scored a set of 50 essays using three rating scales in their evaluations: holistic scale
for general quality, communicative scale for content and argumentation, and accuracy scale for
grammar and appropriate vocabulary. The results showed that all groups of teachers, regardless
of their professional background and training, displayed high inter-rater reliability.
Furthermore, training had a significant impact on the scores while professional background had
no effect, suggesting that effective training could bridge the gap between experienced and
novice raters.

In the same vein, Weigle (1994) researched the impact of training on experienced and
inexperienced raters in the context of ESLPE at an American university. The composition
subset of the aforementioned test was the focus of the study, in which 16 raters participated.
Using the ELSPE scoring rubric, which included three aspects of content, rhetorical control,
and language, raters assessed four essays, two of which were written on a graph prompt while
the other two were on choice prompts. All the raters scored the same essays before and after
the norming session and data were obtained from interviews conducted at both times along
with verbal protocols. The results showed that four of the inexperienced raters assigned
different scores to the same essays after the training while the other four inexperienced and
eight experienced raters gave similar scores at both times. In accordance with the findings, the
interviews and the TAPs of the four least consistent raters were analyzed and it was found that

the training the raters received helped them clarify the scoring criteria, revise their expectations
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from the examinees regarding their level and what they could do, and alleviated inter-rater
reliability concerns.

In light of research suggesting the positive influence of training on raters’ scoring,
Knoch, Read, and Randow (2007) compared the effects of online rater training and face-to-face
training in a university-level writing assessment program in New Zealand. A total of 16 raters
were placed into two training groups randomly in equal numbers and were asked to score 70
writing samples (five sets of 14) analytically before and after the training phase. The findings
indicated that both rater-training methods were effective in terms of severity. There were no
differences between the groups when inconsistencies and central tendency effects were
analyzed, although online training appeared slightly more effective in reducing differences
between raters in terms of leniency and severity. Finally, the qualitative findings suggested that
raters would prefer a type of training that combines the two training methods, given that human
contact should not be entirely ignored.

To further explore the effectiveness of online training, Attali (2015) investigated the
impact of initial web-based and short training programs on the rating performance of
inexperienced raters compared to that of expert raters concerning the severity and reliability of
essay scores. The holistic scores assigned to 200 essays in the argumentative and issue task
forms by 14 inexperienced raters were compared to the data collected in a previous study
(Attali, Lewis, & Steier, 2013) in which 16 experienced raters holistically scored the same set
of essays. The results indicated no significant differences between both groups of raters with
respect to average scores, but significant differences were found between the groups in terms
of the variability of scores. Inexperienced raters who received the initial training showed less
variability in their average scores although their individual scores were more variable.

Furthermore, the results suggested that rater performance was influenced less by actual
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experience in rating essays while initial training and previous abilities prior to training affected
rater performance more.

In light of the aforementioned discussions based on the empirical research, it can be
asserted that training raters impacts the essay scoring process positively (Sweedler-Brown,
1985) and can help reduce the variability between experienced and novice raters (Shohamy et
al., 1992). Although some researchers were critical of training raters given that it might restrict
the personal interpretations of the raters for the assessment task (Barritt et al., 1986; Charney,
1984; Huot, 1990), it should be regarded as an effective way of reducing variability among the
raters (Attali, 2015; Barrett, 2001; Han, 2013; Lumley & McNamara, 1995; McNamara, 2000;
Sweedler-Brown, 1985; Weigle, 1998, 1999; Wolfe, 2005). The impact of rater training was
not investigated in the current research; yet the researcher involved the participants in adapting
the scoring scale used to score the essays to minimize the variability that might be caused by a
lack of orientation prior to the assessment task. In this sense, although the raters did not receive
a detailed training due to practical limitations, the raters were oriented to the analytic scoring
scale prior to rating.

Socio-political aspect of writing assessment. Several factors including the test-taker,
the prompt or task, the written text itself, the rater(s), and the rating scale that are considered to
have an impact on variability of essay scores (Hamp-Lyons, 1990; Kenyon, 1992; McNamara,
1996) have been investigated extensively. However, limited research has been conducted to
explore how raters’ decisions may vary based on the socio-political aspect of the testing
situation. In this regard, Baker (2010, p. 135) considered the test stakes—‘relative seriousness
of the consequences of a given test score on the test taker and other stakeholders”—as a
noteworthy variable that might affect the variability of test scores. The researcher investigated
whether raters’ assessments of ESL essays varied when the stakes were high or low. Using

exploratory mixed-methods research design, three raters scored a sample of 50 to 54 ESL
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essays written by prospective teachers at a teacher certification program called EETC (The
English Exam for Teacher Certification) in Quebec, Canada. As can be understood from the
context of the testing, the stakes were very high not only for test-takers but also test
developers, administrators, raters, and even proctors. The participating raters were regular
raters of EETC and had varying writing assessment expertise. The raters were provided with
the same essays to be assessed in the research context four months after the authentic writing
assessment. It was assumed that even if the raters felt familiar with some of the essays, they
would not remember the scores that they had assigned previously. With the exception of the
stakes and assessment conditions (high-stakes in an authentic condition and low-stakes in a
research condition), all other variables were held constant in order to attribute any scoring
differences to the factor under investigation in this study. The results showed that Rater 1, the
most experienced, and Rater 3, the least experienced, assessed the essays in the low stakes
condition more leniently than the high-stakes condition. However, the scores that Rater 2
assigned to the essays did not show any significant differences between the two conditions.
Furthermore, all the papers that failed in the authentic condition failed in the research condition
as well.

The results of the qualitative data collected through post-rating interviews indicated that
Rater 2 and Rater 3 felt stricter and less worried about giving lower grades to the essays in the
research condition because of the lack of consequences to the test-takers (Baker, 2010).
Additionally, they reported a sensation of déja vu associated with the essays they had
previously graded, resulting in some sort of pressure to stay stable in terms of rewarding the
similar scores to the same essays. In order to maintain the focus of the study and suppress
concerns related to the stability of the ratings, the researcher made use of a fourth rater who
was matched with Rater 5 (a pilot rater and not a participant of the research study). Rater 4 was

told to score the essays in the research condition. The results showed that Rater 4 assigned



40

exactly the same mean scores to the essays in the low-stakes condition as Rater 5, her matched
partner, had done in the high-stakes condition. As a result, Raters 2 and 4/5 were consistent in
both assessment conditions while Rater 1 and 3 gave significantly higher scores in low-stakes

testing condition.

Based on Baker’s (2010) research perspective, the assessment context of this
dissertation can be considered low-stakes since raters graded the essays for research purposes.
However, the researcher made sure that the participants were aware of the importance of the
study to address the assessment problems in EFL writing scorings in Turkey to collect
authentic information from their evaluations as much as possible.

Impact of Rater’s Rating Experience on ESL/EFL Writing Scores

The expertise and knowledge that each rater brings to the assessment task are essential
for the reliability and validity of ratings (Schoonen, Vergeer, & Eiting, 1997). Therefore,
researchers in the field have focused on the impact of the previous rating experience of the
raters on the various aspects of the scoring process (Barkaoui, 2010c, 2011a; Cumming, 1990;
Leckie & Baird 2011; Song & Caruso, 1996; Wolfe et al., 1998).

In 1990, Cumming investigated whether raters implicitly distinguish students’ L.2
proficiency and writing expertise in their mother tongues while scoring ESL compositions
holistically. In doing so, seven novice and six expert raters were given 12 ESL essays, which
represented two levels of ESL proficiency (intermediate and advanced), generated by students
from two levels of writing expertise (average and professional writers). The results indicated
that both groups of raters’ evaluations distinguished L2 proficiency and writing expertise as
non-interacting separate factors. Additionally, novice and expert raters significantly differed
from each other in their ratings of ‘content’ and ‘rhetorical organization’ but the ratings
assigned to ‘language use’ did not differ significantly. Statistical analysis of the ratings also

showed that expert raters scored more consistently than novice raters with regards to the scores
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given to three aforementioned aspects of the compositions. Moreover, the analysis of
qualitative data collected through TAPs reveled 28 common decision-making behaviors
displayed by novice and expert raters. Both groups of raters varied significantly in terms of
employing different decision-making strategies.

In Song and Caruso’s study (1996), 30 ESL faculty and 30 English faculty members
with varying previous rating experience scored four essays using both holistic and analytic
rubrics. Raters form English faculty were almost twice more experienced than ESL faculty
raters and they assigned significantly higher scores to the essays holistically than ESL faculty
raters did. However, they did not differ in their analytic ratings significantly. According to the
researchers, the lenient behaviors that more experienced raters displayed in their scorings
might be related to more realistic expectations they set when their experience in teaching and
rating increased.

In order to find out the differences in rating behaviors across different scorers with
varying assessment proficiency, Wolfe et al. (1998) examined 36 raters regarding their
behavioral differences in relation with scoring proficiency. The participants were asked to
score 24 essays holistically while thinking aloud. Then, two independent individuals who had
experience in writing assessment research and verbal report analysis coded the protocols and
categorized the statements into 4 groups including the essay feature referenced, the degree of
specificity of the statement, the degree of rubric adoption demonstrated, and the cognitive task
performed. The results indicated that the most experienced raters did not differ in the scoring
foci to which they attended; however, the least experienced scorers put slightly more emphasis
on storytelling than the other foci, mechanics, organization, and style. In terms of degree of
specificity, more experienced raters were more likely to make general comments in their
evaluations while scorers with less proficiency tended to focus on specific features of the

essays. More experienced raters articulated rubric-generated utterances in their discussions,
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whereas respectively inexperienced raters were keener on relying on self-generated statements
based on the particular features of the essays, suggesting that more experienced raters may tend
to base their assessments on task-specific rubrics rather than using intuitive assessment criteria
independently as did less experienced scorers. Finally, the researchers found that more
experienced raters used a more holistic approach while assessing the essays in that they made
their judgements by reading and evaluating the whole essay and assigning an overall score; on
the contrary, less experienced raters tended to adopt a bottom-up approach and evaluated the
essays with a step-by-step read-assess strategy.

In 2001, Rinnert and Kobayashi probed the perceptions of four groups of raters with
different levels of experience in scoring writing. The study included a number of 465 raters,
106 of whom were NES teachers and served as a control group while the remainder came from
Japanese backgrounds (127 inexperienced EFL students, 128 experienced EFL students, 104
Japanese EFL teachers). They evaluated the essays produced by Japanese EFL students by
assigning scores to six criteria including clarity of meaning, quality of content, quality of
introduction, quality of conclusion, logical connection of ideas, and language use as well
overall quality on 10-point scales. The results showed that the four groups of raters differed
significantly with regards to their scores for all the criteria except quality of conclusion.
However, the least experienced Japanese EFL raters differed most from the NES rater group in
that the former assigned the highest scores to the essays, whilst the latter group of teachers
gave the lowest scores. Furthermore, the criteria that the raters attended to in their evaluations
varied among the groups in that inexperienced student raters put the greatest emphasis on the
content whereas experienced student raters and Japanese EFL teacher prioritized logical
connection and clarity in addition to content and, as for the NES raters, clarity showed the
highest correlation with their judgements for the overall quality. Finally, the qualitative

analysis of the raters’ comments on the compositions revealed that experienced Japanese EFL
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raters and NES raters shared similar perceptions of the texts, following a pattern of preferences
that tended to change gradually from L1 writing features to those of L2 writing as the
experience increased.

Furthermore, Wolfe (2005) reanalyzed the findings of Wolfe et al.’s (1998) study from
additional two more perspectives—jumps and hits. Firstly, he investigated the degree to which
the raters with different proficiency levels shift their attention across categories in the rating
process. Although less experienced raters were expected to employ a read-monitor-read-
monitor reading style during their evaluations that may end up with a more frequent content
focus category jump behaviors, the findings did not suggest any significant differences
between proficiency groups in terms of jumping between categories. Secondly, the study
examined whether there were any differences between raters with varying scoring experience
in terms of the number of categories they mentioned in their assessments. In this respect,
proficient raters were hypothesized to cover a greater number of categories while making
decisions about the essay because of their previous expertise in using scoring scales. Yet, no
meaningful difference was found between proficiency groups regarding the number of
categories hit.

Considering the connection between raters’ experience and their use of different
scoring scales, Barkaoui (2010a) examined the holistic and analytic scores that 31 novice and
29 experienced raters assigned to a total of 24 ESL essays to see the effects of different
marking methods and rating experience on essay scores in terms of inter-rater agreement, rater
severity and self-consistency. The results showed that both marking methods measured the
same constructs in the essays. However, a higher level of inter-rater agreement was observed in
holistic scores while there was a higher self-consistency with analytic marking. Both rater
groups were more lenient when assessing essays analytically; novice raters were more lenient

while using both of the scoring methods, though. While the analytic scoring method resulted in
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within group variability and severity, the differences in average severity were larger with the
holistic scoring method. Moreover, novice group of raters displayed more inter- and intra-rater
variation in terms of severity. The findings showed that while marking method influenced rater
self-consistency, rating experience influenced inter-rater reliability. Finally, the researcher
suggested that different scoring methods might be required for different assessment purposes,
contexts, and raters, and he further claimed that analytic scoring methods might be more
appropriate for less experienced raters given that the rubric can canalize their motivation and
attention to the marking criteria and can enhance their self-consistency.

In a large-scale assessment context, Leckie and Baird (2011) examined rater effects
with regards to rater’s severity drift, central tendency, and their previous rating experience
among three rater groups including team leaders, experienced raters’ and new raters by
analyzing their scores assigned to England’s national curriculum English writing test for 14-
year-old students. In this test, the students were asked to answer two essay questions; however,
this study focused on the ratings of one essay question that accounted for 60% of the total
points. A total number of 34,920 ratings given by 135 team leaders, 372 experienced raters,
and 182 new raters were analyzed to see whether rater severity and rater central tendency
varied based on prior rating experience. The experienced raters had at least one year more
scoring background in the aforementioned national-level test context. The results showed that
raters’ levels of severity did not differ significantly over time and the raters became more
homogenous when they scored more essays. Nevertheless, significant intra-rater variability in
rating severity was found over time. In general, raters over-scored low-quality essays and
underscored high-quality essays, resulting in raters’ central tendency. As for the raters’
previous rating experience, it was found that experienced and new raters did not score
significantly different in terms of their rating severity. Additionally, their scores did not

significantly deviate from the consensus scores assigned by the expert committee. However,
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being the most experienced raters, team leaders, who were monitoring and checking the
experienced and new raters’ scores at certain intervals, significantly over-scored by half a point
out of the maximum score (30 points) compared to the expert committee. These findings
suggested that as raters become more experienced, they might seek different criterion aspects,
which are not included in the scoring rubric.

Considering experience from a developmental perspective, Lim (2011) conducted a
longitudinal study to examine to what extent experienced and new raters’ rating quality change
over time by using the scores assigned to the writing section of the Michigan English Language
Assessment Battery (MELAB). The research was conducted in three time periods and included
a mixture of 11 experienced and new raters. In doing so, two new raters were added to the
design in each time period, resulting in the involvement of 6 novice raters in total. The results
indicated that the experienced raters’ scoring quality stayed the same from the beginning to the
end of the study, whilst novice raters improved their rating quality upon practice, suggesting a
positive correlation between rating volume and rating quality. Overall, the findings of this
research indicated the importance of rating practice on the moderation of the novice raters in
the long run in terms of acquiring expertise in writing assessment.

To summarize, the previous rating experience that raters have has an impact on the
essay scores and rating behaviors exhibited during the assessment task. It was found that
experienced raters performed more consistently while assigning scores than novice raters
(Cumming, 1990; Lim, 2011). In addition, the performance of raters with varying experience
changed depending on the rubric used for evaluating the compositions in that more experienced
raters assigned higher scores holistically compared to raters with less experience, although the
two experience groups did not differ significantly with respect to their analytic ratings (Song &
Caruso, 1996). However, in other studies less experienced raters were found to give higher

scores to essays (Barkaoui, 2010a; Rinnert & Koyabashi, 2001). Building on previous research,
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this study compared the scores that raters with varying experience assigned to the EFL essays.
In doing so, instead of making a clear-cut distinction between inexperienced and experienced
raters, in this study essay scores were compared among three experience groups in accordance
with raters’ self-reported previous rating experience.

Impact of Essay Quality on ESL/EFL Writing Scores

L2 proficiency and expertise in writing are different but not unrelated (Cumming, 1989;
Krapels, 1990; Kroll, 1990) in that students can benefit from their command in writing in their
L1 while generating a text in an L2; however, this production process can be hindered because
of the priority to focus on language (form) rather than the content (message) (Weigle, 2002). In
order to support this view, Weigle (2002) mentions Hayes’ (1996) model to explain the
cognitive process through which L2 writers go through and the difficulties they experience in
text interpretation and text generation. In addition to the English language proficiency of the
students, their L1, home culture, and style of written communication can be listed as factors
that can affect ESL students writing in terms of paper quality (Hinkel, 2003; Yang, 2001).
These factors can also influence the behaviors that raters exhibit during ESL writing
assessments (Bachman, 2000).

Another remarkable point is the contrast effect in rating while assessing papers of
different qualities simultaneously. While a medium quality essay tends to receive a low score
when it is assessed after reading several high-quality essays, it tends to receive a higher score
when it is preceded by a number of lower quality essays (Daly & Dickson-Markman, 1982;
Freedman, 1981; Hughes & Keeling, 1984). In addition to this, rater expectation is another
aspect that is worthy of discussion in terms of its impact on essay scores because raters tend to
assign higher scores to the same essays when they are told that the essays are written by better

students (Diederich, 1974). In light of these discussions, the impact of text quality has been in
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the focus of writing assessment reliability studies (Brown, 1991; Engber, 1995; Ferris, 1994;
Han, 2017; Huang, 2008; Huang et al., 2014).

Considering the impact of text quality, Brown (1991) investigated differences between
the scores assigned to compositions written by international students and NES students. In
doing so, 112 compositions were collected to be scored holistically by eight raters who were
from ESL and English faculties at the University of Hawaii. Before scoring the essays, raters
were trained to use the rubric and students’ essays were labeled with numbers in order to avoid
any rater biases that could arise from students’ backgrounds. The results suggested no
significant differences between the ESL and NES students’ compositions and the ratings given
by ESL and English faculty members. Furthermore, content and syntax were considered the
best and the worst features of compositions respectively. However, the raters showed
differences in other features of analysis such as cohesion, content, mechanics, organization,
syntax, and vocabulary, suggesting that the raters might have arrived at their scorings from
different points of view. Thus, the results suggest the importance of the decision-making
process in assessment research.

Investigating the lexical and syntactic features of compositions written by ESL students
at different proficiency levels, Ferris (1994) benefited from a corpus of 160 ESL essays to
identify quantitative, lexical, and syntactic features, resulting in 28 text variables used for the
statistical analysis. Three independent raters graded the essays holistically and the scores were
used to place students coming from different L1 backgrounds into proficiency levels.
Following the aforementioned method, students were grouped into lower level groups and
advanced levels. While the lower level group had a mean score of 14.8, the mean essay score
for the advanced group came to be 22.9 out of 30. Further analysis of the texts showed that the
28 text variables discriminated the students into level groups with 82% accuracy. Additionally,

18 of the variables differed significantly between groups. These findings showed that students
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with higher proficiency employed textual features in target language writing compared to
lower level students. Moreover, they were able to use more diverse syntactic and lexical tools
while writing ESL compositions, suggesting implications for writing instructors to help
students develop their writing strategies by enriching their lexical choices, rhetorical patterns,
and syntactic constructions to receive higher scores.

Similarly, Engber (1995) investigated how the lexical component is related to the
quality of compositions written by ESL students from various L1 backgrounds. The data for
this study included 66 essays and student writers were enrolled in four distinct proficiency
levels in an intensive English program at a university in the United States. Ten raters scored the
essays using a 6-point holistic scoring scale and statistical analysis revealed a high inter-rater
reliability (» = .93). Average scores per essay ranged from 1.6 to 5.6. Following that, the errors
related to the lexical component was analyzed and categorized based on four lexical richness
measures including lexical variation with error, lexical variation without error, percentage of
lexical error, and lexical density. The results showed that the scores assigned to the essays
decreased when the lexical errors increased. However, lexical error or lexical variation alone
were not enough to explain the quality scores that raters assigned to the essays. That is to say,
higher scores were assigned to essays in which lexical variety was used correctly.

Considering text quality on the basis of language proficiency, Huang (2008) examined
the reliability of scores assigned to the essays produced by ESL students and NES students in
large-scale provincial English examination in the years of 2002, 2003, and 2004 in Canada.
The students were asked to respond to three types of tasks such as writing a unified and
coherent paragraph about a poem, a multi-paragraph write-up about a literary prose, and
producing a multi-paragraph original essay. The results showed that ESL students’
performance was significantly lower than that of the NES students across three tasks and three

years. The difference found between the groups were attributed to one of or a combination of
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the following factors including the possibility that ESL students might have difficulty
understanding the tasks, rating bias against ESL students, and the fact that ESL students varied
systematically in their writing skills. However, the greatest factor contributing to the variability
of scores between the two groups was found to be English writing skills of the students. These
results indicated a fairness problem between the scorings of ESL and NES students.

Using G-theory, Huang et al. (2014) investigated the impact of essay quality on rating
variability and reliability of ESOL writing at a Turkish university. Five ESOL raters scored
nine argumentative essays in three distinct qualities including low, medium, and high with
holistic and analytic scoring scales. The raters did not receive any formal rater training prior to
this study; yet, they were calibrated to both rubrics by rating five essays of different qualities
before the main data collection. According to the results, holistic scoring method resulted in
greater standard deviations for low- and high-quality papers while a smaller standard deviation
was observed for the papers in medium-quality. Analytic scores yielded higher mean scores
compared to the ones obtained holistically. Additionally, the participant raters scored high-
quality essays more consistently and displayed more variety in their scores assigned to low-
quality essays. Furthermore, scoring method contributed to the scores of high-quality papers,
whereas it did not affect the scoring of low-quality essays. Overall, the findings underlined that
the quality of the essays affected the raters’ holistic and analytic scores considerably.

In a recent study, Han (2017) examined the holistic scores that raters assigned to EFL
essays of different qualities—low, medium, and high. The essays were collected from three
universities and 30 essays of distinct qualities were obtained and used in the research. Five
volunteer raters scored these essays using a holistic scoring scale. In addition, the raters were
asked to implement TAPs while assessing six essays, two from each of the three categories, to
examine their decision-making behaviors toward the essays of different qualities. The results

revealed that the raters assigned similar scores to high-quality papers compared to the low-
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quality papers. Furthermore, G-theory analysis showed that the largest variance component
(37.2% of the total variance) was found to be essay quality, followed by rater (24.8%),
indicating that papers fluctuated greatly in their quality and raters displayed remarkable
differences in their assigned scores.

All in all, raters exhibit different scoring behaviors and the score variability exhibits
different patterns when considering essays of different qualities determined by the author
students’ L1 (Brown, 1991; Huang, 2008) or the students general command in writing (Han,
2017; Huang et al., 2014). Given these points, this study inquired into the score variability
between essays of two distinct qualities, thinking that different rating behaviors might occur
while assessing high-quality and low-quality papers with specific focus on the interaction
between rater experience and assigned scores to essays of different qualities.

Rater Cognition and Decision Making While Rating

Given the complexity of writing skill, scoring scales alone cannot capture the
multifarious nature of aspects such as grammar, content, lexical usage, and coherence into
simple scale points. As such, they may not be sufficient to understand the essential
characteristics of students’ writing performance and may hinder the rich and multi-faceted
interpretations of human raters (Cumming, Kantor & Powers, 2002; Henning, 1991; Raimes,
1990). Therefore, understanding a rater’s cognition and how it relates to that rater’s decision-
making process is important (Vaughan, 1991); in particular, individual characteristics such as
experience and proficiency may be fundamental to writing assessment research (Baker, 2012).
DeRemer (1998) asserts that raters should not simply be treated as a bridge between the text
and the scoring criteria but rather it should be noted that they engage in a constructive
operation akin to a problem-solving activity while evaluating an essay. Furthermore, she
defines writing assessment as an ill-structured task in that there is no standard solution for

assessment problems despite standardized training procedures. In this regard, even when
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experienced raters are trained to use specific scoring criteria, they display great variability in
their behaviors that are characterized with various reading styles comprised of rater-specific
ways to focus on and process the information relevant to the essays (Eckes, 2008, 2012). The
different opinions that the scorers have may indicate that they think dissimilarly about the
distinct features of an essay. That is to say, they rely their assessments on their individual
beliefs and opinions about the essay, resulting in a potential source of error (Wolfe et al.,
1998).

In order to comprehend what goes on in raters’ minds, researchers developed models to
represent the scorer thinking process systematically (Frederiksen, 1992; Freedman & Calfee,
1983; Wolfe & Feltovich, 1994). In their information-processing model of essay scoring,
Freedman and Calfee (1983) focus on three processes that are central to assessing students’
compositions: a) reading text to construct a text image, b) analyzing the text image, and c)
uttering the evaluation. This model suggests that information is taken from the students’
writing from which the scorer creates a text image. Considering the different beliefs, values,
world knowledge, and understanding of writing that scorers have and the environmental factors
impacting scorers’ text-reading processes, the text image is not thought to be the exact
reflection of the original writing and can be constructed differently by different raters. Based
on the text image, scorers evaluate the essay from various perspectives within their internalized
or pre-determined scoring criteria to arrive at a decision about the composition. As detailed by
Wolfe (2005, p. 40), in this model, the scorers actually go through a series of mental processes
as follows:

e reading the text to formulate a text image
e commenting on the content without a non-evaluative manner
e monitoring the particular aspects of the text to see the extent to which the essay

exemplifies the criteria in the rubric while evaluating the created text image
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e reviewing the most notable features of the essay after reading the text
e making a decision about the score
e rationalizing the assigned score to justify the decision
e diagnosing how the text can possibly be improved
e comparing the essay to the other writings in the same set
(Wolfe, 2005, p. 40)

Presenting a different model, Frederiksen (1992) suggests that scorers focus on
different scoring foci that are their internalized representations of the scoring criteria to draw
conclusions. With regards to processing actions, in this model scorers adopt a bottom-up
approach in which they separate the performance into pieces to process several evaluations
before making their final judgements. Frederiksen’s conceptualization is in contrast to
Freedman and Calfee’s (1983) model which describes a linear approach in which the raters
arrive a scoring decision based on a holistic text image. The differences that occur with respect
to how the aforementioned frameworks manifest may be related to the rating proficiency of the
scorers (Wolfe, 2005).

Having built upon the previous models, Wolfe and Feltovich (1994) put forward a
model to map the complicated decision-making process of scoring in which two primary
interpretative frameworks are applied—a model of performance and a model of scoring. The
former deals with the characteristics that indicate writing proficiency. The researchers mainly
identify four components that the raters may establish in their models of performance including
development (writing down a story with its details and supporting ideas), organization
(sequencing ideas and events in a logical order), voice (providing insight or display personal
style), and mechanics (effective use of spelling, punctuation, capitalization, etc.), which
correspond to the elements of a scoring rubric. In addition, they describe three more categories

containing appearance (the textual appearance of the essay), subject (compliance with the
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prompt), and non-specific (general comments about the essay). These seven categories are
named as content focus and considered as variables that constitute raters’ models of
performance (p. 15).

The latter interpretive framework, model of scoring, is the cognitive representation of a
set of processes through which the rater interprets the essay and assigns a score. The model of
scoring model involves a series of elements that come out with the employment of several
processing actions as in the following (Wolfe & Feltovich, 1994, p. 18):

Model of Scoring Processing Actions

e interpretation read
e evaluation decision, monitor, review
e justification

compare, diagnose, rationale

e document record, change, organize

NN

e interaction comment
(Wolfe & Feltovich, 1994, p. 18)

What makes Wolfe and Feltovich’s (1994) model of rater cognition different from the
previous model proposed by Freedman and Calfee (1983) is the inclusion of documentation,
which is a system that scorers create to record their comments especially in large-scale
assessment contexts. Furthermore, this model integrates interaction as the fifth component into
the model to refer to the personal involvement of the raters in the reading process.

In addition to the aforementioned studies that focused on rater cognition and decision-
making strategies, Baker (2012) synthesized decision-making styles (DMS) benefiting from the
relevant literature (Gambetti, Fabbri, Bensi, & Tonetti, 2008; Scott & Bruce, 1995; Spicer &
Sadler-Smith, 2005):

Rational DMS: preference for the systematic collection, evaluation, or weighing of

information.
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Intuitive DMS: preference for relying on feelings, hunches, and impressions that cannot

be put into words when making decisions.

Dependent DMS: preference for drawing on the opinions or support of others; on

receiving second opinions or advice.

Avoidant DMS: preference for delaying decision-making, hesitating, or making

attempts to avoid decision-making altogether.

Spontaneous DMS: preference for coming to a decision immediately or as early as

possible. (Baker, 2012, p. 227)

In light of the discussions on scorers’ cognitive complexity and the frameworks and
models developed to understand how they process essay-relevant information before arriving at
a decision, previous research has also focused on the cognitive structures of the raters to
investigate their decision-making behaviors while rating (Baker, 2012; Barkaoui, 2010c,
2011b; Cumming et al., 2001, 2002; DeRemer, 1998; Eckes, 2008; Pula & Huot, 1993; Sakyi,
2000, 2003; Vaughan, 1991; Wolfe & Feltovich, 1994; Wolfe et al., 1998). Vaughan (1991)
examined the thinking process of nine experienced raters using TAPs. The raters were asked to
score six essays using a holistic scale and tape-record the complete scoring process. The
transcribed verbal protocols revealed that the most frequently made comments by the raters
underlined the weak or unclear content, followed by poor handwriting. In the study five
reading styles were identified including single-focus approach, first impression dominates
approach, two category strategy, the laughing rater, and the grammar oriented rater. Finally,
the researcher underscored that:

[T]he raters are not tabula rasa, and do not, like computers, internalize a predetermined

grid that they apply uniformly to every essay. Despite their training, different raters

focus on different essay elements and perhaps have individual approaches to reading

essays. (Vaughan, 1991, p. 120)
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Presenting a rater cognition model, Wolfe and Feltovich (1994) investigated how raters
diverged in their models of performance—content focus for judging performance and models
of scoring—processing actions to score an essay by designing two studies. In Study 1, six
novice and five experienced raters were trained to use a holistic scoring rubric prior to a three-
day task of scoring a large number of students’ essays from a national essay examination.
Then, they were asked to define the characteristics of the papers based on the rubric. In Study
2, six experienced raters evaluated the essays by employing TAPs and, to compare the
findings, the scorers were divided into two groups as better and poorer based on their scoring
performance. According to the results, four main conclusions were drawn: 1) the thinking
process of the raters while scoring the essays were formed by the criteria on which they
focused. The models of performance most commonly called upon by the raters in both studies
were the development of ideas, organization of content, and the writer’s voice. Moreover, the
better scorers were more consistent in their use of content categories while discussing the
specific characteristics of the papers. 2) The more raters practiced scoring, the more cohesive
and complex their models of performance became, suggesting that novice raters can focus on
similar content with the expert raters in case where they receive enough practice. 3) The
scorers tended to use a model of scoring that contained three moves including reading the essay
to interpret the content, monitoring or reviewing the content to decide on the quality, and
justifying their decisions by rationalizing the assigned score. 4) Better scorers differed from the
poorer ones in terms of models of scoring used in the initial stages. While poorer scorers were
more likely to read the whole essay and rarely intervene to comment on the content preceding
their evaluations, experienced raters dealt with the text several times by monitoring the content.
Additionally, better scorers made non-evaluative comments more, indicating higher degree of

interaction with the text.
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Four years later, DeRemer (1998) carried out a similar study to investigate three highly
experienced raters with a focus on how they defined the assessment task by analyzing
differences in strategy usage among raters. Two of the raters were teachers of the students
whose essays were assessed within the research context while the other participant was an
external scorer. While thinking-aloud, each rater was tasked to score 24 essays chosen from the
writing portfolios of eight students. The coding of the verbal reports revealed that raters
displayed several operations including rater goals, evaluations, and relations. Additionally, the
results showed that three types of task elaboration were derived from the coded verbal-reports,
which are search process, simple recognition elaboration, and complex recognition elaboration.
The first type—search elaboration—emerged when the rater went through the rubric to find a
match between their reaction to the text and the language used in the rubric prior to score
assignment and eliminating the alternative score(s). Simple recognition elaboration, however,
was present during the time when a score was assigned based on a general impression without
any consideration of the criterion being evaluated. On the other hand, complex recognition
elaboration came up when the raters scored the essay followed by an analysis of the criteria
and the assigned score was justified by relation and evaluation operations. The findings
suggested that the different task elaborations evident in this research had different foci,
implying that although the raters evaluated the same essays, the scores they assigned did not
have the same meaning.

In 2002, Cumming et al. reported a three-coordinated study that aimed to develop a
framework to describe the decision-making behaviors of the experienced raters while rating
ESL/EFL essays. In Study 1, ten ESL/EFL raters with extensive experience in teaching and
assessing writing were employed as both participants and researchers in the study for collecting
and analyzing data to develop a preliminary descriptive framework from the verbal protocols

that they produced while rating 60 TOEFL essays written on four different essay topics. Most



57

of the raters considered that their scores were influenced by their prior experience; whereas
two raters did not report such an influence at all. The authors thought that previous scoring
criteria may have affected the raters and it may be quite difficult for experienced raters to
change their rating behaviors that they had formed from previous rating experiences.
Additionally, the qualitative data results revealed that more experienced raters tended to
produce longer and more detailed TAPs and 35 distinct decision-making behaviors were
defined. While some raters focused on reading and interpretation strategies more, others
preferred more judgement strategies. However, there was not a specific difference among
decision-making behaviors across different tasks.

Study 2 of Cumming et al.’s (2002) research included seven highly experienced NES
raters each of whom graded 40 TOEFL essays from the same essay pool. The research group
comprised in Study 1 analyzed the data obtained from this study and the findings were
compared to those acquired in Study 1. According to the raters, their previous experience on
writing assessment influenced their ratings in this research. The comparison of the data
pertaining to Study 1 and 2 indicated that the seven NES composition raters exhibited basically
the same range of decision-making behaviors as the 10 ESL/EFL composition raters did.
However, several differences were observed between the two groups of raters as follows: a)
NES essay raters assessed the essays after they read them and adopted a cumulative approach
to the rating task to bridge their impressions and judgements while the ESL/EFL essay raters
followed a progressive pattern through which they made step-by-step decisions while they read
the essays, b) NES essay raters tended to evaluate the essays more quickly, reflectively, and
creatively, ¢) While ESL/EFL and NES composition raters paid approximately the same
amount of attention to interpreting (40%) and judging (60%) in general, they differed in terms
of attention they devoted to decision-making behaviors including self-monitoring (ESL/EFL M

= 44%, NES M = 38%), behaviors pertaining to rhetoric and ideas (ESL/EFL M = 19.6%, NES
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M =33.6%), and behaviors related to language components (ESL/EFL M = 36.4%, NES M =

28.3%).

When further elaborating on the findings, the authors inferred that NES essay raters
distributed their attention to points on rhetoric and ideas and to points on language evenly
while rating the essays, whereas ESL/EFL essay raters devoted more attention to issues about
language than to matters of rhetoric and ideas. Additionally, both NES and ESL/EFL essay
raters were found to be pay more attention to rhetoric and ideas in high-quality essays while
they devoted more attention to language when they rated low-quality papers.

Study 3 was designed to answer whether different writing tasks would evoke decision-
making behaviors in similar qualities, frequencies, and distributions as TOEFL essays did
when the same group of raters from Study 1 rated the essays. Six experienced ESL/EFL raters
from Study 1 and one additional rater with similar background were asked to score 36
compositions—five separate new tasks and one standard TOEFL essay—produced by six
students. The raters were again asked whether their prior experience impacted their ratings and
they all answered in an affirmative way. The results indicated that the raters displayed similar
decision-making behaviors while rating essays on different tasks; nevertheless, the qualitative
data showed that the raters went through deeper and expanded considerations of the prompts
because of their complexity compared to TOEFL essays. Consequently, the findings of the
three coordinated studies mentioned above revealed that NES composition raters and ESL/EFL
composition raters may react to the essays similarly in terms of their decision-making and the
attention they devoted to the matters of rhetoric and ideas and language. Additionally, the
quality of the essays was found to have an impact on raters’ decision-making preferences.
Finally, the authors suggested that although the experienced raters exhibited similar decision-
making behaviors across different tasks, they may need scoring scales designed for individual

tasks given that assessing complex tasks like in Study 3 requires more explicit guidelines.
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In the same year, Lumley (2002) investigated the decision-making processes that four
experienced raters went through to evaluate two sets of 24 essays written within the context of
the Special Test of English Proficiency applied to make immigration decisions in Australia.
While the first set of essays were scored analytically without thinking aloud, the raters
practiced TAPs during the assessment of the second set. The data obtained from verbal-
protocols showed that three general types of behaviors including management, reading, and
rating appeared. Further analysis of the data demonstrated that the stages, focus, and behaviors
that the raters engaged in overlapped with the findings of Freedman and Calfee (1983). In the
stage of reading, the raters attended to global and local features of the text to build a general
impression. In the second stage, raters scored the text considering the components of the rubric
including task fulfillment and appropriacy, conventions of presentation, cohesion and
organization, and grammatical control. In the final stage, the raters reviewed the scores
assigned to the texts to confirm their decisions. Additionally, the findings revealed that the
scale used in the study did not provide a comprehensive framework to the raters, resulting in
developing a variety of strategies to deal with the challenges they faced in the rating process.

Adopting a quantitative approach to cluster rater types in writing assessment, Eckes
(2008) examined 64 raters who had expertise in writing assessment within the context of the
Test of German as a Foreign Language (7Test Deutsch als FreMdnsprache, TestDaF). This test
is administered to international students who apply for reading universities in Germany and the
raters use a rubric that includes 36 different descriptors within a set of criteria across distinctive
performance levels. The raters were given a questionnaire asking them to rate the degree of
importance that they would attach to each item in an assessment situation. The list of criteria
provided in the questionnaire were quite similar to the aspects covered by the TestDaF scoring
scale, which were fluency, train of thought, structure, completeness, description,

argumentation, syntax, vocabulary, and correctness. The results indicated that raters fell into
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six types as suggested by the results of the four-point importance scale. Four of the rater types,
however, came out as extremely important as follows: the syntax type, the correctness type, the
structure type, and the fluency type while the remaining two types were determined by scoring
criteria to which raters attached respectively less importance: the non-fluency type and the non-
argumentation type. As a result, the findings suggested that rater trainings can be revisited and
revised for the raters with different scoring profiles as to redirect their attention to the criteria
they may ignore in the scale.

Using the coding scheme developed by Cumming et al. (2002), Barkaoui (2007b)
examined the ratings of four raters assigned holistically and analytically to 32 essays on two
argumentative topics written by 16 EFL university students. In addition to quantitative analysis
of the ratings within G-theory analysis, TAPs were employed in the ratings of two sets of four
essays during holistic and analytic scoring. The results showed that more decision-making
statements were obtained with the holistic scoring scale than multiple-trait scale. On the other
hand, as was expected, the multiple-trait scale resulted in more judgement strategies, while
raters stated more interpretation strategies with the holistic scoring scale. However, the rubrics
did not affect the rating process markedly regarding the aspects of essays that raters attended to
except for one strategy, “read or reread text,” which was employed significantly more while
using the holistic scale.

Employing the same coding system, Barkaoui (2010c) investigated the impact of rater
experience and rating methods on the variability of essay scores along with examining their
interactions through TAPs. Fourteen experienced raters with a minimum experience of five
years assessing writing and 11 inexperienced raters participated in the study and assessed 12
essays both holistically and analytically. The results revealed that rating scale type had a larger
effect on raters’ decision-making behaviors and the aspects of writing that raters attended to

than rater experience did. Furthermore, raters’ behaviors varied based on the scoring method in
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that raters attended to the essay itself while using the holistic scale, although they referred to
the rating scale while evaluating the essays analytically.

In a recent study, Baker (2012) aimed to investigate the impact of individual
differences in cognitive style on rater behavior, which had been the focus of previous studies.
In doing so, the researcher collected data from six experienced raters through self-report
measures, write-aloud protocols, instances of deferred scores as well as scores assigned to 54
papers written within the context of English Exam for Teacher Certification (EETC) in
Quebec. The results showed that the most commonly articulated comments were rational (171)
and intuitive (129) while other types of comments were made less often, such as spontaneous
(72), dependent (29, and avoidant (13). As for the incidents of deferred (doubled) scores, two
raters did not use double scores while 20% of one scorer’s scores were doubled. The remaining
three scorers preferred doubled scores less often with percentages of 18%, 9%, and 4%.
Finally, when the combination of all data sources was considered, the most dominant decision-
making comments were found to be rational and intuitive (three scorers each). Two scorers
used each of the dependent and avoidant styles, whereas only one scorer employed
spontaneous decision-making style.

More recently, Han (2017) investigated raters’ decision-making behaviors while
assessing EFL essays of different qualities. In doing so, he employed the coding scheme
developed by Cumming, Kantor, and Powers (2001). Five raters assessed six essays (two from
each quality: low, medium, and high) while thinking-aloud; however, the raters were not
informed about the paper quality beforehand. The results showed that raters exhibited
behaviors related to self-monitoring focus and rhetorical and ideational focus more while
assessing low-quality essays compared to mid-range and high-quality compositions. However,
raters displayed more language-related behaviors while evaluating mid-range and high-quality

papers than they did for low-quality essays.
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The above literature shows that raters’ decision-making behaviors are connected to
several factors including raters’ professional background, rating experience, and the quality of
the papers. Different models investigating raters’ thinking process have developed upon each
other, and empirical research has revealed varying findings related to the exhibited decision-
making processes of the scorers. Although several studies have been conducted to explore rater
cognition over three decades, the thinking processes used by raters might be related to yet
unexplored factors such as L1, culture, and the personal characteristics of the raters, which
encouraged this research to expand on the thinking processes of the raters during their
assessments.

Summary and Research Gaps in EFL Writing Assessment

This chapter touched upon important considerations of reliability and fairness issues in
writing assessment followed by a brief summary of the writing assessment situation in Turkish
higher education contexts. In later sections, the factors affecting the variability of EFL/ESL
writing scores were scrutinized with several empirical research reviews. The chapter continued
with a detailed examination of the factors—raters’ professional experience as EFL assessors
and the essay quality—contributing to the reliability of essay scores; it then elaborated into
rater cognition and decision-making behaviors while assessing writing.

Although a multitude body of research has been conducted to investigate the impact of
rating experience on the variability of essay scores, the conflicting findings suggest that more
experience does not necessarily ensure reliable scores in writing assessments. In addition, very
little research has been conducted to investigate issues related to EFL writing assessment in the
Turkish context. This study will aim to fill a research gap by investigating rater reliability
issues in EFL writing assessment in the higher education context. The findings will provide
implications for assessment practices and protocols especially at the institutional level. In

addition, the impact of essay quality on the variability of essay scores has been under-
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researched; therefore, this study will shed light on the interaction between raters and essay
quality regarding the essay scores and decision-making processes.

The research in EFL writing assessment has been conducted using different
methodological approaches including quantitative theoretical frameworks including classical
test theory (CTT), item response theory (IRT), G-theory and qualitative methods such as
interviews, write-aloud and think-aloud protocols. However, verbal protocols have not been
widely used given their challenging nature in the processes of data collection, preparation
(transcribing process), and analysis. With this in mind, this research will contribute to the field
by examining rater cognition using verbal protocols. Further, to the researcher’s knowledge,
raters’ decision-making behaviors while scoring EFL essays have not been investigated

extensively in the Turkish context, a research gap this study aims to fill.
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Chapter 111
Methodology

The purpose of this thesis study is to investigate the impact of scoring experience of the
raters and the quality of the essays on the variability of EFL essay scores and rating behaviors
exhibited in Turkish tertiary-level education. Employing a mixed-methods research design, the
data for the study were collected both qualitatively and quantitatively. Dérnyei (2007)
discusses the strengths and weaknesses of combining quantitative and qualitative methods and
states that “[m]ixed-methods research has a unique potential to produce evidence for the
validity of research outcomes through the convergence and corroboration of the findings” (p.
45). In the same manner, Mackey and Gass (2005, p. 181) underscore the weakness of using
one method in terms of providing ‘adequate support.” While qualitative data were comprised of
think-aloud protocols and written score explanations, the quantitative data set included essay
scores that were obtained analytically. With this in mind, the foci of this research are to
discover whether rating experience plays a role on score variation along with the consideration
of essay quality and the rating behaviors depicted by raters with different experience profiles.

As a mixed-methods research design, this study used the convergent parallel design
(see Figure 1) where the level of interaction between qualitative and quantitative strands is
interactive during the data collection process and the overall interpretation of the results but
independent during data analysis. This design prioritizes the methods equally in terms of

addressing the research problem (Cresswell, 2011, p. 541).
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Figure 1. Convergent parallel design (adapted from Cresswell, 2011, p. 541).

Participant raters were selected with two aims in mind. On the one hand, the raters
participating in this study were selected from a variety of universities to represent a wide
context, which aims to interpret the findings from a wider perspective. On the other hand, a
significant number of the participants, equaling almost half of the raters, were selected from a
single university to observe the effects of institutional assessment policies on the rating
process. The writing samples were collected from English Language Teaching Department of a
state university and used for obtaining both qualitative and quantitative data.

This chapter begins with a section that describes the theoretical framework and the
raters who participated in this study. It then continues with detailed descriptions of the
instruments used for data collection. The following sections explain data collection procedures.
Then, data analysis steps are explained in detail followed by the highlights of research ethics
and a summary section.

Theoretical Framework

The three theoretical frameworks guiding writing assessment research are CTT
approach, IRT approach, and the G- theory approach (Elorbany & Huang, 2012). In the
following section, G-theory, as the theoretical framework of this study, will be explained by

elaborating into its features in comparison with CTT.
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Generalizability theory. While measuring a language ability, it is important to
consider that what is measured is an abstract construct and it cannot be directly observed. In
other words, an individual’s true score for any ability cannot be directly tested (Bachman,
1990). Therefore, reliability of test scores must rely on the relationships between the observed
score and true score (Bachman, 1990). While a true score occurs due to the ability of an
individual and it represents the actual performance of the examinee in a measurement context,
an observed score is derived from the interactions between true score and error score, which is
caused by the factors other than the ability being tested (Fulcher & Davidson, 2007; Huot,
1990; Kieffer, 1998). That is to say, a true score is comprised of two variances—observed
score variance and error score variance—and error score variance is described as unsystematic
or random and it is not correlated with true scores (Bachman, 1990; Briesch et al., 2014;
Fulcher & Davidson, 2007). Classical test theory is known to be the traditional measurement
model, which assumes that an observed or actual score is equal to the combination of true score
and error score as illustrated in the equation below:

X=T+E,
where X, T, and E represent observed score, true score, and error score, respectively (Brennan,
2011b; Briesch et al., 2014). There are multiple unsystematic and random sources of error
score hidden in E, therefore, classical test theory is considered a weak theory as it accounts for
only a single source of variance out of multiple error sources within a given analysis (Huang,
2008, 2011, 2012; Linn & Burton, 1994).

Moving from the limitations of CTT, Cronbach et al. (1972) developed G-theory. This
theory functions as a theoretical framework for the test designers to assess multiple sources of
variation or measurement error within a given assessment context (Briesch et al., 2014;
Cronbach et al., 1972; Shavelson & Webb, 1991; Suen, 1990). In other words, superior to CTT

approach, G-theory is able to identify the multiple potential sources that contribute to score
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variation and estimate the size of these sources of error in multifaceted measurements (Saeidi
& Rashvand Semiyari, 2011; Shavelson, Baxter, & Gao, 1993).

G-theory can be seen as an extension of CTT in which only two sources of errors are
concerned: “a single ability and a single source of errors” (Bachman, 1990, p. 188). However,
G-theory deals with multiple sources of variance and estimates the relative contributions of
these sources to the measurement simultaneously depending on the interest and specification of
the test developers and test users (Bachman, 1990). To illustrate, when two or more raters
score a set of essays written on two topics using holistic and analytic rubrics, the following
facets can be identified as sources contributing to the variability of the scores: variability
between raters, variability between scoring methods, variability between topics, and the
interactions between or among these facets. It should be noted that different sources of
variance such as occasion, rater, topic, and scoring method are called facets in G-theory and
the term ‘facet’ is adopted in G-theory to separate the sources of errors from the factors in
factor analysis (Briesch et al., 2014). Additionally, the levels of a source are considered
conditions in that when a rater is treated as a facet, rater 1, rater 2, rater 3 etc., are identified as
conditions (Giiler et al., 2012).

Considering the aforementioned measurement scenario, G-theory can estimate the
magnitude of the variance stemming from each facet inherently. This process is comprised of
two stages: a Generalizability study (G-study) and a Decision study (D-study). G-study aims to
identify and quantify the sources of variance in test scores attributed to each facet (student, test,
rater, scale, etc.) in the testing environment (Barkaoui, 2007b) and it provides information for
the D-study to make decisions about individuals or groups of individuals (Huang et al., 2014).
In other words, G-study is used to evaluate the relative importance of various sources of
measurement error and investigate the effects of diverse changes in the measurement design

(e.g., different number of tasks or raters/ratings). D-study integrates the ideal design to allow
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the interpretation of score reliability in the norm-referenced or criterion-referenced frame of
reference (Brennan, 2001b; Briesch et al., 2014; Gao & Brennan, 2001; Huang, 2008).

In addition to G-studies and D-studies, the other important considerations in the G-
theory framework are the concepts of universe of admissible observations and universe of
generalization (Brennan, 2000, 2011). While the former term refers to the range of conditions
under which a certain construct may be measured, the latter can be explained as the conditions
of a facet to which a decision-maker desires to generalize (Brennan, 2000; Briesch et al., 2014;
Shavelson & Webb, 1991). Although CTT attempts to estimate a true score, G-theory focuses
on the universe score that is expected from the objects of measurements—examinees or
students—across all admissible measurement procedures (Briesch et al., 2014; Shavelson &
Webb, 1991). Even though frue score or universe score is considered to be the ideal score that
should be assigned to the test-taker (Huot, 1990), it is not very likely for an observed score to
match with the universe score perfectly (Briesch et al., 2014; Greenberg, 1992, Huang, 2009;
Huang & Foote, 2010). In other words, while generalizing an observed performance to
universe score, some degree of error is likely to occur, the extent of which can be calculated
through generalizability coefficients and dependability coefficients (Briesch et al., 2014; Huang
& Foote, 2010; Shavelson & Webb, 1991). Generalizability coefficients are used in a norm-
referenced test in which the scores of each test-taker are interpreted relative to the other test-
takers’ performance, whereas dependability coefficients are used in a criterion-referenced test
context in which each test-taker’s score is interpreted relative to a fixed set of predetermined
test criteria (J. D. Brown, 1996; H. D. Brown, 2004; Shavelson & Webb, 1991).

The analysis in G-theory can be designed with the facets fully crossed or nested, which
can be explained with the interaction type of the conditions of facets within the given design. If
every condition of a facet interacts with the conditions of other facet(s), the design is then fully

crossed, whereas only some conditions in a facet are observed with only some conditions of
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other facet(s) in nested designs (Briesch et al., 2014; Giiler et al., 2012; Kieffer, 1998). To

illustrate, assuming that all the students (s) wrote essays on two topics (¢) and all the raters (7)
scored all essays that every student wrote on both topics, the design would be crossed as
student-by-rater-by-topic (s x ¢ x 7). Conversely, a nested design occurs when different students
(s) write essays on different topics (¢) and different raters (7) assess the essays written by
different students (s . ¢ : ). Additionally, there may be mixed designs in G-studies (Giiler et al.,
2012). Another distinction that can be made in the G-theory framework is between the facets in
that they can be regarded as fixed or random (Briesch et al., 2014; Giiler et al., 2012). If the
researcher is dealing with the instances under investigation and does not desire to generalize
beyond those instances, then the facet is treated as fixed while all conditions in a facet are
exchangeable with the ones in the universe when the facet is considered random (Briesch et al.,
2014; Giiler et al., 2012).

In conclusion, G-theory is an appropriate approach for the context of this study
considering the aforementioned features of the framework. It enabled the researcher to detect
the sources of variance and their magnitudes to the variability of scores under investigation. It
also allowed the researcher to optimize the best measurement conditions within given facets in
the study.

Selection of Raters

In this research, convenience sampling was used given the proximity and availability of
the setting and volunteer participants to the researcher. As Dornyei (2007) suggests,
convenience sampling often includes elements of purposive sampling: “besides the relative
ease of accessibility, participants also have to possess certain key characteristics that are
related to the purpose of the investigation” (p. 99). Such was the case in this research, where
participants were full-time employees at the university level with varying degrees of rating

experience. The researcher ensured privacy and confidentiality, which were central to the
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ethics of research practice to protect the participants’ identities. All names used in this study
were pseudonyms. The study included a total number of 34 participants initially; however, one
participant moved abroad for his Ph.D. education and had to drop out of the study. The
remaining 33 participants were working at Bursa Technical University (BTU) and other higher
education institutions located in different regions of Turkey. Figure 2 illustrates the locations

of the universities at which the participants were employed.
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Figure 2. Locations of universities at which the participants are employed (adapted from blank
map of Republic of Turkey’s provinces, by Baydin, 2006)

The participants were based in 16 different state universities in 15 different cities.
While each city represented only one university, the two participants from the city of Istanbul
worked at two different universities during the present research study. All the raters who
participated in this study were professionals in the field of interdisciplinary English language
teaching, learning and assessment, and regular employees at the School of Foreign Languages
(SFL), Foreign Languages (FL) Department, or ELT Department at a state university in

Turkey. These 33 raters were all graduates from different ELT and ELL departments in
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Turkey, and they have the same L1 background (Turkish). The participants varied in their
professional experience in teaching and assessing EFL writing. The raters were provided with a
rater profile form (Appendix A) adapted from previous studies (Barkaoui, 2008; Cumming et
al., 2001) in order to collect data about their backgrounds including personal, educational, and
professional information in general. Additionally, they were asked to indicate their experience
assessing EFL writing in years as well as their perceptions of themselves as EFL writing
assessors.

An analysis of the participants’ experience grading papers revealed three experience
levels, which were then used to group raters into low-, medium-, and high-experienced groups.
The breakdown of rater experience is presented in Table 2.

Table 2

Rating Experience of the Participants

Experience rating EFL essays

2 years 3-4 5-6 7-10 10+ Tota
or less years years years vears l
Low 3 10 0 0 0 13
Experience  Medium 0 0 10 0 0 10
Group High 0 0 0 6 4 10
Total 3 10 10 6 4 33

As can be seen in Table 2, of the 33 participants, 13 reported four years or less
experience grading papers for EFL writing assessment. These raters were categorized as low-
experienced raters. Ten raters reported 5-6 years of experience rating papers for EFL writing
assessment, and the remaining ten raters reported seven years or more rating experience. These
groups were categorized as medium- and high-experienced raters, respectively.

Table 3 illustrates the distribution of raters’ gender and age based on the experience

group.
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Table 3

Gender and Age Distribution of the Participants

Gender Age
Male Female 20-30 31-40 41-50
years years years
Experience Low 6 7 9 3 1
Group Medium 6 4 6 4 0
High 7 3 1 8 1
Total 19 14 16 15 2

A number of 19 male and 14 female raters participated in this research. There were six
male and seven female raters in the low-experienced group, while the medium-level
experienced group included six males and four females. The gender distribution came out to be
seven males and three females for high-experienced rater group. When considering raters’
ages, 16 raters were between 20 and 30 years old; the remainder 17 raters were over 30 years
old. Nine low-experienced raters were between 20-30 years old while three raters ranged
between 31-40 years old; only one rater was over 41 years old. As for the medium-experienced
group, six raters were between 20-30 years of age and four raters were between 30-40 years
old. Among the high-experienced raters, there was only one rater between the 20-30 and within
the 41-50 year ranges each, while the remainder eight raters in this group were between 31-40
years old. Furthermore, Table 4 shows the distribution of academic title and institutional
affiliation of the raters based on their experience.

Table 4

Participants’ Academic Title and Institutional Affiliation Distribution

Academic Title Institution
Res?arch Instructor BTU Other
assistant
Experience Low 2 11 5 8
Group Medium 0 10 4 6
High 0 10 6 4
Total 2 31 15 18
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According to Table 4, while the great majority of the participants (n = 31) were
working as EFL instructors at tertiary level education in Turkey, two of the participants were
employed as research assistants at their universities. While the two research assistants reported
themselves as low-experienced raters, 11 of the instructors were grouped in the low-
experienced category and the remaining 20 instructors fell into medium- and high-experienced
groups equally. When considered their institutional affiliation, five raters from the low-
experienced group, four from the medium-experienced group, and six from the high-
experienced group were working at BTU while the remaining eight raters from the low-
experienced group, six from the medium- experienced group, and four from the high-
experienced group were from different higher education institutions. To highlight the raters’
educational background, Table 5 illustrates the participants’ highest level of degree obtained
and their rater training history.

Table 5

Participants’ Highest Level of Education and Previous Training on Writing Assessment

Degree Previous Training

BA MA Yes No
Experience Low 6 7 7 6
Group Medium 5 5 6 4
High 3 7 6 4

Total 14 19 19 14

When considering the highest level of education that the raters completed, Table 5
shows that 14 of the raters held a BA degree while 19 of the raters were MA graduates.
Additionally, 19 raters reported that they received training on writing assessment while 14
raters had not received training on assessing writing previously. Moreover, Table 6 illustrates
detailed information about the participants’ previous experiences in terms of EFL and writing

teaching separately.
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Table 6

Teaching Experience of the Participants

Teaching EFL (total)

2 years or 3-4 years  5-6 years 7-10 10+

less years years
Experience Low 2 4 0 3 4
Group Medium 0 0 5 4 1
High 0 0 0 3 7
Total 2 4 5 10 12

Teaching EFL in University Settings

2 years or 3-4 years  5-6 years 7-10 10+

less years years
Experience Low 3 4 0 4 2
Group Medium 0 0 10 0 0
High 2 2 0 5 1
Total 5 6 10 9 3

Teaching Writing (total)

P earsdy 3-4 years  5-6 years 7-10 10+

less years years
Experience Low 5 8 0 0 0
Group Medium 1 3 6 0 0
High 2 2 0 4 2
Total 8 13 6 4 2

Teaching Writing in University Settings

2 years or 3-4 years  5-6 years 7-10 10+

less years years
Experience Low 6 7 0 0 0
Group Medium 1 3 6 0 0
High 3 2 0 4 1
Total 10 12 6 4 1

According to Table 6, the total experience of the raters in teaching EFL and EFL
writing varied both in general and in university contexts in that 22 of the raters (66.7%) had
over seven years of teaching experience in general while 21 raters (63.7%) had less than seven
years of experience in teaching EFL at the university level. As for experience in teaching
writing, 21 of the raters had less than five years’ experience while 12 raters had over five
years’ experience teaching writing in general. Furthermore, while 22 raters had less than five
years’ experience at the university level, 11 raters had over five years’ experience in teaching

writing at the university level.
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In addition, the participants were asked to describe their experience as raters on a 5-
point Likert-type scale ranging from “No experience” to “Very experienced.” In this way, the
researcher was able to obtain a measure of the participants’ self-perception of their experience
as raters. Their responses are presented in Table 7 with respect to their experience grouping.
Table 7

Participants’ Self-described Rating Experience

Self-described Experience

No Little Some . Very
. . . Experienced )
experience  experience  experience experienced
Experience Low 2 3 4 4 0
Group Medium 0 1 5 4 0
High 1 0 5 3 1
Total 3 4 14 11 1

Interestingly, there was only moderate overlap between the raters’ reported experience
in rating papers and their self-perceptions of their experience as raters. In total, 11 raters
described themselves as “experienced” raters, and an additional rater described him or herself
as a “very experienced” rater. However, of the 11 raters who described themselves as
experienced raters, only three raters belonged to the high-experienced rater group. Four of the
self-described high-experienced raters belonged to the low-experienced group and the
remaining four belonged to the medium-experienced group. Fourteen raters described
themselves as having some experience rating papers. These 14 raters were distributed across
the experience groups, with four raters belonging to the low-experienced group, five raters
belonging to the medium-experienced group, and five raters belonging to the high-experienced
group. Of the seven raters who described themselves as having little or no experience rating
papers, five belonged to the low-experienced group, one belonged to the medium-experienced
group, and one belonged to the high-experienced group. This final rater presents an interesting
case, as he or she reported at least seven years of rating experience and yet perceives him or

herself as having no experience rating papers. Given the distribution of raters according to their
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self-described experience, three categories of self-described experience were created as in
Table 8.

Table 8

Categories of Self-described Rater Experience

Self-described Experience

No Little Some Very

X : . Experienced . Total
experience  experience  experience experienced
Self- Low 3 4 0 0 0 7
described  Medium 0 0 14 0 0 14
Group High 0 0 0 11 1 12
Total 3 4 14 11 1 33

The category of self-described low-experienced raters (n = 7) included raters who
described themselves as having no or little experience rating papers; the category of self-
described medium-experienced raters (n = 14) included raters who described themselves as
having some experience; and the category of self-described high-experienced raters (n = 12)
included the participants who described themselves as experienced or very experienced raters.

The background information pertaining to the participants were provided to elaborate
into the demographic characteristics of the raters. However, only some of the aforementioned
characteristics including reported and self-described rating experience were used in the
analysis and interpretation of data collected quantitatively and qualitatively.

Data Collection Instruments

Adopting a mixed methodology, this study collected both qualitative and quantitative
data using a background questionnaire, analytic scores given to EFL essays, TAPS, and written
score explanations. Firstly, the quantitative data consisted of 50 essay scores assigned to EFL.
essays by each rater using the adapted version of 10-point analytic scoring scale developed by
Han (2013) which was used to collect data from raters to be analyzed within the G-theory
framework (see Appendix B). Secondly, the raters were requested to provide information about

their background using the rater’s profile form immediately after they completed the rating
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task. This data set was used to divide the raters into groups based on their characteristics to
interpret qualitative and quantitative data. As for the qualitative data, TAPs were used to
investigate rater cognition and their decision-making behaviors. Raters were also asked to
justify their scores by listing three written explanations (reasons) for their scores assigned to
the essays and this data set was used to supplement the data obtained from TAPs. Detailed
information about the data collection instruments is provided in the following sections.
Selection of EFL essays. The writing samples were collected from EFL students
enrolled in the Advanced Reading and Writing Skills Course taught at Canakkale Onsekiz Mart
University Faculty of Education Foreign Languages Teaching Department, English Language
Teaching Program. In the literature, essay topic is listed as one of three general sources for
score variability of writing tests along with raters and students, and different writing topics
may affect learners’ writing skills, resulting in different writing scores (McColly, 1970).
Therefore, a good writing topic should allow the students to show their performance at the
maximum level (Weigle, 2002). As such, the students were provided with a topic that could
arouse their professional and educational interests as in the following:
Some people think that English teachers working at primary schools and high schools
are insufficient to teach English effectively. Therefore, Ministry of Education in Turkey
is thinking of hiring native English-speaking teachers to support English language
education. Do you think that English teachers in Turkey are qualified enough for
teaching English to the students or should English language education in Turkey be
supported by native English-speaking teachers? Use specific reasons and examples to
develop your essay.
Additionally, before the students were tasked to write their essays, the researcher
prepared a platform in the classroom environment to allow the students to exchange their ideas

on the essay topic. In doing so, the researcher grounded this procedure in Vygotsky’s Zone of
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Proximal Development where the social interaction is essential for constructing knowledge
(Vygotsky, 1978) so that the students helped each other establish the required background
knowledge to fulfill the writing task about the given topic above. Added to that, it is believed
that the most substantial problem with independent writing tasks is topic familiarity, which can
cause students to demonstrate a poor performance (Gebril, 2009). Therefore, source-based
writing can be considered effective on students’ building background knowledge (Weigle,
2004), resulting in achieving fair judgements in more equal testing conditions (Plakans, 2007).
The essays were not written within a limited time in the classroom; the students were given a
3-day period to write the essays on their computers instead. This procedure eliminated the
possibility that raters’ scoring behavior might be affected by students’ handwriting (Song &
Caruso, 1996). The essays were 500- to 700-word length compositions and accepted through a
text-matching software—Turnitin—to ensure the originality of the essays. At the end of the
submission process, a total number of 104 essays were gathered from the students to be used in
the study.

Because one of the aims of this research is to see the impact of distinctive essay quality
on the rating process including the variation between scores and varying rater behaviors
towards essays of different qualities, the collected essays went through a division process
carried out by three independent quality-check raters, two of whom held a PhD degree in the
Department of ELT and one had a PhD degree in Applied Linguistics. These raters were
professionals in the field of interdisciplinary English language teaching, learning and
assessment, and regular employees of an SFL, ELT Department, and ELL Department at
different state universities in Turkey and had over 10-year expertise in teaching and assessing
ESL/EFL writing. The quality-check raters were provided with a set of assessment instructions
(Appendix C) and a holistic scoring scale (Appendix D) along with the essay pack. This scale

was developed by the BTU writing team (BTU SFL, 2014) for grading large-scale tests such as
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entrance, final, and exit exams, which do not require giving feedback to the authors. It was
comprised of language and topic development sections with a 3-point weight each. Relying on
the scale, the expert raters were expected to divide the essays into three quality groups—high,
medium, and low—Dbut not to score them.

Of the 104 essays collected from the students, 50 essays, 25 of which were low and the
other 25 of which were high, were selected to be used in this research. The essays were
accepted in two ways: 1) all the raters assigned the same quality categorization as high or low,
or 2) when 2/3 of the raters agreed on high- or low-quality, the essay was sent to the 4™
independent rater and the 4™ rater confirmed the decision of the 2/3 majority. Otherwise, the
essays were rejected and discarded from the study. After the expert raters completed the
classification process, the researcher excluded medium quality (n = 28) essays from the study.
Twenty-three essays were also left out of the study given that there was a discrepancy among
the raters in their decisions (e.g., three raters reported three different qualities such as low,
medium, and high). Initially, 3/3 of the expert raters assigned high-quality ratings to 10 essays
and low-quality ratings to 14 essays, and these essays were determined to be used in the study.
However, 2/3 of the raters assigned high-quality ratings to 18 essays and low-quality ratings to
11 essays, requiring a 4™ independent assessor to make the final decision about the essays. As a
native-speaker of English, the 4" rater was pursuing her Ph.D. studies in the Department of
Education with a primary research concentration of Applied Linguistics and had four years of
EFL teaching experience at the tertiary level in Turkey. While she confirmed the 2/3-majority
decision for all of the low-quality essays, she disagreed with the 2/3-majority decision for three
high-quality essays and confirmed the majority decision for 15 essays out of 18.

Overall, the quality-check process before collecting main data was carried out carefully
with the involvement of four expert raters so that the researcher made sure to address essays

divided in their qualities in a meticulous way in order to serve the purpose of the study.
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Twenty-five low-quality and 25 high-quality essays were chosen out of 104 essays to be used
for the main data collection. Figure 3 summarizes how the essays were categorized based on

their qualities.

The essays are given to
three expert raters

Three expert raters independently
assess the essays, assigning categories
of high, medium, and low (N = 104)

/1 1N\

7\

Figure 3. Quality classification of EFL essays.

If 2/3 of the
raters agree on
an assignment of
high- or low-
quality but the
third rater
assigns a
different quality,
the essay is sent
to an
independent 4™
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Rating scale. A 10-point analytic scoring scale (Appendix B) adapted from Han (2013)
was used in this study because analytic rubrics are considered more suitable than holistic
criteria to “assess accurately the quality of L2 writing for purposes such as research, high-
stakes testing or diagnostic assessment, where the quality of information from evaluation is
more important” (Shi, 2001, p. 317). Han modified the instrument benefiting from the rubric
development literature, course objectives, sample EFL essays written by Turkish students, and
contributions of department members in his research context. Originally, the rubric consisted
of five scoring criteria with different maximum point distributions: grammar (3 pts.), content (2
pts.), organization (2 pts.), style and quality of expression (1.5 pts.), and mechanics (1.5 pts.).
Each component had five scoring bands with varying cut points and score intervals (e.g. 0 —
0.4,1.2-1.7,2.5-3.0). While carrying out the rubric adaptation process, the researcher had
two main purposes in mind: 1) adapting the rubric with the involvement of the participating
raters and 2) orienting the raters to the rubric prior to the main data collection. All the
participants of this study (N = 33) were included in the adaptation process to ensure the validity
and reliability of the tool in that the raters were expected to use a rubric with which they would
feel comfortable rather than base their scores on a rubric of which they would be critical and
unfamiliar (Barkaoui, 2007b; Davidson, 1991; Hamp-Lyons, 1991; Weigle, 2002). In doing so,
the researcher used three essays of distinct qualities, the rubric orientation instructions list (see
Appendix E), and the original version of Han’s rubric. The only change that was made on the
tool prior to sharing it with the participating raters was to arrange an equal score distribution to
the components (maximum 2 pts. for each component), which aimed to eliminate any potential
rater biases that would stem from weight distribution of the rubric. Figure 4 illustrates the
rubric orientation process that was designed by the researcher to form the final draft of the

rubric.
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the raters

Figure 4. Rubric orientation process.

In order to see the practicality of the rubric, the raters were given three essays of
varying qualities, and they were asked to evaluate the essays using the rubric. Furthermore, the
raters indicated three written explanations for their scores with regards to positive and negative
aspects of the essays. Additionally, they were provided with a rubric feedback form (see
Appendix F) to reflect their opinions and comments on the rubric so that the researcher could
make necessary modifications to the tool. Based on the feedback that the raters provided and
their responses to the essays, the researcher organized a face-to-face rubric orientation session
and the session was video-recorded and uploaded to YouTube (Sahan, 2016a) to be shared with
the raters who were living in different cities and could not attend the session. In this way, the
researcher aimed to open raters’ suggestions about the rubric for discussion and put the final

touches to the rubric democratically.
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The evaluation of three essays allowed the raters to assess the weaknesses and strengths

of the rubric. Based on their scoring practices with the rubric, the raters provided feedback

about the rubric including the practicality of the tool, clarity of the descriptors, and weight

distribution of the rubric components. When the essay scores given by 33 raters were analyzed,

a large difference was found between the maximum and minimum score for each paper. Table

9 summarizes statistical analysis of the scores.

Table 9

Descriptive Statistics for Assigned Scores to Rubric Orientation Essays

Essay Min. Max. M SD

Essay 1 (low-quality) 2.20 8.60 5.31 1.35
Essay 2 (medium-quality 2.20 8.00 5.34 1.39
Essay 3 (high-quality) 5.20 9.80 7.82 1.19

When the scores given to the essays were analyzed, the mean scores for Essay 1 and 2

were found to be similar while Essay 3 had a higher mean score. Additionally, the gaps

between minimum and maximum scores assigned to Essay 1 and 2 were larger than that of

Essay 3, indicating smaller score variation for Essay 3. These findings showed that raters

varied less with their scores assigned to the high-quality essay. When asked how practical the

rubric was, the raters gave different responses. Figure 5 illustrates the ratings of the

participants for the practicality of the rubric.



84

Practicality of the Rubric
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Figure 5. Ratings for the practicality of the rubric.

As can be seen in Figure 5, the rubric was generally considered good or excellent by
most of the raters. Additionally, the responses given by the raters for each component of the
rubric displayed similar tendencies toward the practicality of the specific aspects of the tool.
However, the ratings indicated that the scoring scale needed some improvements and
modifications to fit the research context of this study in that the raters provided the researcher
with informative explanations on how to improve the tool. Although 84% of the raters (n = 28)
thought that the expressions for each performance level in the rubric were distinctive enough to
identify the strengths and weaknesses of the essays and helped them make their decisions about
the essays, they commented on the wording of the descriptors and offered better word choices
in order to be clearer and more specific in the descriptors. Furthermore, 65% of the raters
suggested that the weight distribution should be changed and Figure 6 displays the new score
weight distribution of the five components of the analytic rubric, organized based on the

participants’ feedback.
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Score Weight Distribution
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Figure 6. Distribution of score weights to the rubric’s subscales.

The problems that each rater underlined on the feedback form were argued and pre-
proposed solutions and/or immediate proposals about the rubric were discussed. Based on the
discussion carried out in the session, the researcher prepared a rubric orientation and adaptation
report (Appendix G) and provided it to the raters three days later. In this way, all the raters
were able to see the changes made on the tool in a clear way.

Following the completion of each participant’s assessments of the 50 essays, the
researcher contacted the raters to inquire into the practicality of the rating scale after it had
been used to assess the 50 papers of different qualities. Using a Likert-type scale with anchors
arranged from least important to most important (1 = never, 2 = rarely, 3 = partially, 4 =
mostly, and 5 = always), the raters were asked to indicate to what extent they agreed that a) the
rubric served the purpose of the assessment task and b) they felt secure during the assessment
task while using the rubric. In this phase, 31 out of 33 raters responded to the researcher’s
email. The ratings indicated that the scoring scale used in this study was functional with a
mean value of 4.51 and the raters felt secure while using the scale with a mean value of 4.41

out of 5.
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In addition, the raters reported on the reliability of the scoring rubric with respect to its
effectiveness in helping them assign scores that they believed students’ essays actually
deserved. The comments revealed that all the raters responded to this particular post-scoring
inquiry were favorable towards the scoring rubric as illustrated as follows:

I think that various aspects that the rubric cover and well-arranged score ranges

contributed to less margin of error in my scorings. As such, I am planning to use this

rubric to assess my own students’ written products as well. (Kamil)

The rubric consisted of five main evaluation criteria and instead of assigning a holistic

rating, it allowed me to give cut scores for the five components. In this way, I was able

to assess and rate the essays based on the given criteria and the clear descriptors.

Although I do not have any previous experience in assessing writing, I did not have any

trouble rating the essays given that the rubric was comprehensible and practical.

(Adalya)

I generally tend to assign higher scores in subjective performance assessments like

writing. When an essay is double-scored by another rater, the score that I assign is

always considerably higher than that of the other rater. However, for the first time I felt
that I assigned scores that the essays deserved. (Ozge)

Writing assessment is considered subjective but this rubric helped me assign fair

scorings. I think that if I had had such rubric in my previous assessment tasks, [ would

have assigned more standard and fair scoring to the students’ essays. (Efe)

Apart from the quoted rater comments, the remainder 27 responses were also positive
about the scoring scale and focused on several issues. The raters thought that the rubric was
user-friendly and practical, clear and comprehensible, systematic and detailed, and objective
and distinctive. Furthermore, three raters indicated that it was the best scoring scale they had

ever used. The ratings and the comments that appeared in the post-scoring inquiry show that
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involving the raters in the process of developing and/or adapting the scoring criteria might
increase their trust in and reliance on the scoring scale while doing their evaluations.

In brief, the rubric adaptation process was performed collaboratively by following pre-
determined steps in which the raters were introduced to the aim of the assessment purpose and
task, the students’ proficiency levels, and the course objectives and outcomes before they
scored three sample essays selected from the essay pool in this research context. Following
that, a discussion was carried out, which allowed each rater to give voice to their opinions on
the rubric and every one of the criticisms was shared with the other participant raters. These
steps helped the raters get oriented to the rubric before the main data collection phase
commenced. In addition, the reactions of the raters to the post-rating inquiry about the scoring
scale indicated that the rubric served the purpose of the assessment task in this particular
research context.

Think-aloud protocols. Charney (1984) argues that quick and superficial rating is
essential to arrive at reliable scores instead of developing deeper consideration of the text.
However, other researchers suggest that reliable and valid scores can be obtained only when
raters base their judgements on rich interpretations of the texts as well as by using scoring
rubrics (Cumming et al., 2001; Huot, 1993). In this sense, TAPs can be considered important in
order to understand the rating process to address some of the assessment concerns related to
scoring. Similarly, Connor-Linton (1995) underscores the importance of understanding what
raters are doing during their assessments to make sense of their scores. In this regard, the
thinking-aloud process is a kind of cognitive task that is comprised of several mental states,
each of which is the end product of processed information (Wolfe et al., 1998). This qualitative
method has been used in writing assessment studies in which raters verbalize their thoughts

during their assessments and their verbalizations are recorded simultaneously. Following that,
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the recordings are transcribed in meaningful units and coded according to a scheme developed
previously or within the preliminary findings of the study (Weigle, 1994).

Think-aloud protocols have been increasingly used in both first (e.g., Huot, 1993;
Wolfe, et al., 1998) and second (e.g., Barkaoui, 2007b, 2010a, 2010b; Connor-Linton,1995;
Cumming, 1990; Cumming et al., 2001, 2002; Gebril & Plakans, 2014; Han, 2017; Lumley,
2005) language writing rating processes. In this type of data collection, raters receive
instructions (see Appendix H) to verbalize their thoughts while completing the task of rating a
set of essays in the context of this study. Raters’ spoken thoughts are recorded, transcribed, and
then analyzed to identify the decision-making processes that raters go through and the aspects
of writing they attend to when rating essays (Barkaoui, 2011b).

An important concern of the researcher while designing the methodology of the current
study was whether the use of TAPs would succeed in revealing the raters’ cognitive map in
terms of the assessment strategies that they used in their EFL writing evaluations. In this sense,
the researcher planned a meticulous process in order to enable the raters to grasp the idea of
thinking aloud fully and its procedures for this study in particular. Figure 7 summarizes the

TAP training process.
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Figure 7. Think-aloud protocol training.

Before collecting the main data from the participants, the researcher organized a
training session on how to conduct a TAP following the analytic rubric adaptation and
orientation phase. In the first step, the researcher filmed a sample TAP carried out by an
EFL/ESL instructor who had over four years of experience in teaching and assessing EFL/ESL
writing. Firstly, the rater was introduced to the purpose of the TAP in the research context and
provided with the set of instructions that should be regarded during the assessment. Secondly, a
camera was set in the room to video-record the assessment task and the rater was provided with
a student’s paper selected from the essay pool of the study. Finally, the researcher left the rater
alone in order to make him feel comfortable while grading the essay. Thereafter, the researcher
uploaded the video to YouTube (Sahan, 2016b) for the participants to have an idea on the use
of TAPs while assessing an essay. In the second step, the researcher organized a one-to-one
meeting with the raters working at BTU to discuss the sample TAP video and the instructions

guiding the raters on how to conduct TAPs. The raters who were participating in the study
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from other universities were contacted through video- or voice-calls to help them understand
how to assess EFL essays while using TAPs.
Data Collection Procedures

After collecting the original EFL essays from the students and completing the quality
division of the essays, the researcher prepared data packs, which were comprised of 50 essays,
50 analytic scoring rubrics, a background information questionnaire, an assessment instructions
list, and a TAPs instructions list. The raters were also provided with voice-recorders if they did
not have a device with voice-recording features. While the packs were handed to 15 raters at
BTU in person, the packs for 18 raters working at 15 different universities located in 14
different cities were shipped in the middle of July 2016. The researcher gave a two-month
period of time between the mid-July and mid-September 2016 to the participants to complete
the scoring the essays. The data collection process was specifically scheduled during this
period so that the raters would have a flexible and stress-free time during which to supply their
data, because they were full-time employees at their institutions and it was assumed that they
had less teaching and assessment responsibilities at their schools during this given time in the
summer.

The data for this study were collected using quantitative and qualitative methods. The
quantitative data set included a total number of 9,900 scores (1,650 total scores and 8,250 sub-
scores) while the qualitative data consisted of 446 TAPs which were voice-recorded during the
assessment of the essays, and 5,425 written score explanations for the assigned scores. Despite
the instruction video and the detailed guidelines provided to the raters, five of them failed to
record their thoughts in the way that the research required. While two of these raters recorded
only one audio listing their reasons for their assigned scores to the essays, three raters
commented on the essays following the completion of the assessments. Moreover, two raters

different from the aforementioned five raters failed to conduct a TAP for one of the essays in
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the required format in that they reflected on their assessment instead of commenting during
their scoring process. In this regard, a total number of 82 recordings (15.6% of the whole
TAPs) were left out of the analysis. In terms of language use while recording their TAPs, five
raters verbalized their thoughts entirely in English while the remaining 23 raters used
translanguaging practices to assess the papers.

Each one of the raters used TAPs while assessing the pre-determined 16 essays in their
essay packs. Moreover, the raters were asked to provide three reasons that affected their
decisions on the essays most in order to triangulate the data obtained from TAPs. The
researcher contacted the participants at certain time intervals to manage any problems that may
arise from the TAPs and to address wrap-up trainings on the use of TAPs when necessary. The
following two sections give further details about the data collection procedures.

Rating procedure. Using a 10-point analytic scoring scale, the raters assigned their
scores to a number of 50 EFL essays by considering five different aspects including grammar,
content, organization, style and quality of expression, and mechanics (1,650 total scores and
8,250 sub-scores). The essays that were of two distinct qualities—high and low—were bundled
randomly in order to avoid any biases that could stem from arrangements of the essay in the
sets. The raters were allowed to use partial points in assigning their scores for each component
within the given score bands in the rubric (e.g. grammar = 1.2, content = 2.0, organization =
1.8, style and quality of expression = 0.9, mechanics = 0.7, and total score = 6.6). The raters
were required to follow the assessment instructions (Appendix J) while scoring the essays so
that the evaluation process aimed to be conducted in a standardized manner specified by the
researcher. Within these instructions, the raters were informed about students’ language
proficiency level, their department, the essay topic, and how the essays were submitted to the

researcher.
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The raters were instructed to depend on the rubric separately for each time that they
assessed the essays given that evaluating essays in certain qualities may impact the following
assessments, resulting in unfair judgement (Daly & Dickson-Markman, 1982; Freedman, 1981;
Hughes & Keeling, 1984). In the same vein, contacting the other participants to negotiate on
the essays was not allowed because it might hinder the raters from relying on their own ideas in
their ratings. Furthermore, the raters were permitted to take notes on the essay and/or the rubric
pertaining to each essay. Additionally, they were told to feel comfortable to give feedback to
the essays as if the papers would be returned to the students in order to encourage the raters to
react to students’ essays in a more authentic way. As for the time planning of individual essay
scoring, the researcher did not limit the raters, considering that each rater should not feel
pressure to allocate a necessary amount of time for scoring each essay.

Following the completion of scoring each essay, the raters provided written
explanations for their ratings assigned to the essay. In other words, the raters were asked to
justify their decisions about the essay by presenting simple reasons from their points of view
about the students’ written productions. In this way, the researcher aimed to obtain original
ratings out of actual assessments and give an opportunity to the raters to consider their scores.
These explanations were used to help find out any causal relationship between the assessment
strategies employed, the scores assigned to the essays, and the aspects of the essays that the
raters attended to in their evaluations. After finalizing the assessments, the raters returned the
essay packs to the researcher.

Recording raters’ spoken thoughts. As for the qualitative data, the participating raters
were trained to utilize TAPs in which they were required to state out loud what they were
thinking about the essays during their assessments. There were 16 pre-determined essays of
different qualities in the data pack to be assessed using TAPs. The researcher included a

reminder about TAPs on the top of the relevant essays in addition to specifying them in the
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TAPs instructions list, aiming to prevent raters from thinking aloud about any other essays
accidentally. Because the participant raters were full-time employees and they were not free-
lance raters, the researcher thought that asking raters to assess all the essays that required
thinking aloud at once and to record their voices in the same audio file would cause extreme
data loss, in that it would inconvenience the raters. To this end, separate audio-recordings were
demanded for each essay from the raters.

In order to examine the whole grading process that the raters went through, they were
told to keep talking from the beginning of scoring to the completion of rating the essays. Being
natural throughout this process was crucial for the reliability of data gathered from the
recordings. Therefore, the researcher underscored the confidentiality of raters’ identities in
order to encourage them to speak naturally and continuously even if what they said might seem
trivial. Additionally, the raters were reminded not to rationalize their ideas at length but to be
natural as the purpose of the technique was to find out their natural thought processes when
they were assessing the EFL essays. As regard to the language use during the TAP
implementation, the researcher did not prioritize a specific language preference; instead, the
raters were free to speak either English or Turkish or even both to elicit relevant data related to
assessment strategies. Along with the essays and the rubrics that were used for each essay, the
participants delivered the recordings to the researcher.

Data Preparation

The data for the thesis were collected through qualitative and quantitative methods.
Each set of data were prepared for analysis using Microsoft Excel; however, different
computer programs were used during the analysis. While SPSS Statistics 24.0 was used for
descriptive and inferential statistics for qualitative and quantitative data sets, EduG software
program was employed to carry out generalizability analysis based on quantitative data.

Although several programs—GENOVA, ETUDGEN, SPSS, SAS, and MATLAB—can be
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used for G-theory analysis, the researcher preferred EDUG 6.0 for its user-friendly features
(Giiler et al., 2012).

Preparing quantitative data. The quantitative data set was comprised of scores that
participant raters assigned to the essays. A total number of 9,900 essay scores (1,650 sub-
scores for each of the components—grammar, content, organization, style and quality of
expression, and mechanics as well as 1,650 total scores) obtained from 50 essays scored by 33
raters were recorded into Excel. Additionally, the scores assigned to the aforementioned essay
components were summed up in the Excel program to double-check whether the total scores

were calculated correctly by the raters.

Descriptive and inferential statistics. Descriptive and inferential statistics on SPSS
were conducted in order to analyze whether there were any significant differences among raters
in different experience groups in terms of the scores that they assigned to the low-quality and
high-quality essays. These sets of analysis were carried out not only on total scores but also on
the sub-scores assigned to different components of the essays. Additionally, descriptive
statistics were conducted for the codes obtained from the analysis of TAPs and written
explanations to compare the distribution of decision-making strategies across rater groups with
the consideration of their experience level and the quality of the essays.

G-theory analysis. This study employed G-theory framework by using the computer
program EduG in order to estimate the relative contributions of students, raters, and essay
quality and their interactions to the variance in the essay scores. Additionally, generalizability
and dependability coefficients were calculated in order to see whether the reliability of the
scores assigned to low- and high-quality essays differ among rater groups with varying rating
experience. In the present study, students were the object of measurement while essay quality
and rater were considered random facets. Because all the students (persons as p) wrote the

essays and all the participating raters (r) scored the essays in high and low qualities (g), the G-
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study design was completely crossed as p x 7 x g. Based on the aforementioned facets, a

number of G-studies were conducted as follows:

a)

b)

Person-by-rater-by-quality (p x r x ¢) random effects G-study was conducted to
obtain seven independent sources of variation including persons (p), rater (),
quality (q), person-by-rater (p x r), person-by-quality (p x g), rater-by-quality (r x
q), and person-by-rater-by-quality (p x  x g) for 50 essays scored using analytic
scoring methods.

Additionally, generalizability and dependability coefficients were calculated for the
reliability of the data set.

Person-by-rater (p x r) random effects G-study was conducted to obtain variance
component estimates for three independent sources of variation including persons
(p), rater (r), and person-by-rater (p x r) for 25 low-quality essays scored using
analytic scoring methods. Additionally, generalizability and dependability
coefficients were calculated for the reliability of the data set.

Person-by-rater (p x r) random effects G-study was conducted to obtain variance
component estimates for three independent sources of variation including persons
(p), rater (r), and person-by-rater (p x r) for 25 high-quality essays scored using
analytic scoring methods. Additionally, generalizability and dependability

coefficients were calculated for the reliability of the data set.

Moreover, the participant raters reported their previous rating experience and they were

grouped into three categories based on the number of years they spent on assessing EFL

writing previously. With this in mind, three experience groups were obtained: 1) raters with

four years’ or less experience, 2) raters with five to six years’ experience, and 3) raters with

seven years’ or more experience. In order to compare generalizability and dependability

coefficients of the ratings assigned by each rater experience group, person-by-rater-by-quality
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(p x r x g) random effects G-study for all essays and person-by-experience (p x r) random
effects G-study for low- and high-quality essays were conducted.

Preparing qualitative data. The qualitative data set included TAPs that the raters
provided for 16 of the essays during their assessments and the three reasons they reported for
their assigned score to each of the 50 essays. While the data derived from TAPs are considered
central to the qualitative aspect of the research, written explanations listed for the justification
of assigned scores to the essays were used for triangulation purposes. The following sections
provide detailed procedures for preparation and analysis of the two qualitative data sets.

Transcribing and coding think-aloud protocols. The data collected from the TAPs
were analyzed using qualitative content analysis. In doing so, the researcher used a deductive
approach, also known as top-down approach (Boyatzis, 1998), to analyze the data with the
employment of a coding scheme (see Appendix I) adapted from Cumming et al. (2002). This

process included the systematic planning of several phases as follows:

Transcribing data & segmenting the data into meaningful units
Discussing the coding frame with two field experts
Piloting coding using the coding scheme

Evaluating and modifying the coding scheme with a field expert

Having an independent researcher code 15% of the data for inter-rater
reliability

Reevaluating and modifying the coding scheme with two field experts

Coding the data

Figure 8. Steps for qualitative content analysis.

The first step of the aforementioned process was to transcribe the TAPs that were

collected from the participating raters. The total duration of the protocols were approximately
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62 hours and 48 minutes. For high-quality essays, the raters recorded a total of 30 hours and
54-minute length verbal protocols with an average of 8:19 minutes per essay and 31 hours and
55-minute length protocols were recorded, resulting in an average of 8:35-minute length per
low-quality essay. Following that, the researcher segmented the data into meaningful coding
units, each of which can apply to the sub-categories of the coding frame. These meaningful
units varied from a single word to a set of sentences that focused on the same aspect of the
commented essay without any interruptions. Cumming et al. (2002, p. 76) relied on three
criteria in order to segment the TAPs into meaningful and comparable units: “a) by pauses of 5
seconds or more, b) by the rater reading aloud a segment of the composition, or ¢) by the start
or end of the assessment of a single composition”. However, unlike in Cumming et al.’s study,
the coding in the present study relied on a coding scheme in a deductive manner and the raters
scored the essays one at a time instead of all at once, which means that they recorded a
different audio file for each essay. In this regard, the researcher followed three criteria to divide
the TAPs into meaningful units: a) by the rater reading the essay or a part of the essay, b) when
the rater attend to the same aspect of the composition in their comments in a continuous
manner, and c) by the rater stating a complete thought in a holistic manner.

After the data were segmented, each item of the coding scheme was discussed with two
field experts considering a set of the transcribed qualitative data. Then, the researcher coded a
number of fifty transcribed protocols using the coding frame followed by another expert
consultation to evaluate and modify the sub-categories of the coding frame. It was found that
while some coding categories did not appear in the trial-coding phase, new sub-categories were
added to the frame and some of them were revised. For example, the category “scanning whole
composition” was revised as “scanning or skimming whole composition” as a self-monitoring

interpretation strategy, and “reading or interpreting the scoring scale” was found to be a new
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self-monitoring interpretation strategy. Barkaoui (2011b) identified the latter strategy in his
study in which he employed the same coding frame developed by Cumming et al. (2002).

In addition, the researcher attended a conference (Sahan & Razi, 2017) to present the
preliminary findings of the piloted qualitative data analysis that focused on the use of the
coding frame on verbal protocols. In this conference, the researcher discussed the
methodological aspects of this dissertation study with Alister Cumming, the lead author and
one of the scholars who contributed to the development of the coding scheme used in this
study. A discussion was maintained on revised and new strategies obtained in the pilot
analysis. It was agreed that cultural and contextual differences would be an important
consideration in adapting the sub-categories of the coding frame.

In order to check the inter-rater reliability of the coding, one independent researcher,
who had expertise in transcribing and analyzing qualitative data including deductive and
inductive coding, coded a random sample of 15% of the TAPs (Barkaoui, 2007b; Lumley,
2002). The statistical analysis on the similarity of coding carried out by the researchers
revealed a very good agreement between the two coders, k = .83 with p <.001. A value of over
.80 represents very good agreement (Landis & Koch, 1977).

After inter-rater reliability was ensured between the researchers, a follow-up discussion
was carried out to elaborate into the reasons for disagreement where the researchers differed in
their coding. To do so, each sample of transcriptions coded by the two researchers
independently was examined to determine which strategies in the coding scheme resulted in
disagreement between the raters. Following the piloting and inter-rater reliability phases, the
researcher made the following changes by consulting two independent experts:

e Firstly, one of the interpretation strategies, “read or reread composition” under

the self-monitoring focus was revised as “read or reread text” since it was found
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that raters sometimes (re)read one part of the essay when they had difficulty in
interpreting the text.

Secondly, one of the interpretation strategies, “scan whole composition” under
the self-monitoring focus was changed to scan or skim composition after the
pilot analysis. Following the coding process for inter-rater reliability, this
strategy was redefined as “scan or skim text” because the raters in this study
scanned or skimmed a part of the composition at times.

Thirdly, following the pilot analysis of TAPs, a new self-monitoring
interpretation strategy—‘read or interpret scoring scale”—was added to the
scheme, which was also identified by Barkaoui (2007b).

Fourthly, one of the judgement strategies, “consider own personal response or
biases” was revised and changed to “consider own personal response,
expectations or biases” given that the two coders had problems in finding a
matching strategy when raters talked about their personal expectations from the
essay or a segment of the essay.

The fifth revision made on the coding scheme was to merge the two judgement
strategies under rhetorical and ideational focus: “assess task completion” and
“assess relevance”. This created a single category called, “assess tasks
completion and relevance”. Because in the assessment context of this study,
uncompleted essays were detected and discarded during essay quality divisions,
it was decided that raters” comments about task completion during their think-
aloud assessments refereed to the students’ responses to the topic in terms of
relevancy, thus justifying the merger of the two categories.

Another change was made to one of the judgements strategies within the

language focus, which deals with the quantity of the written production. The
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strategy was originally, “assess quantity of total written production”, and it was
modified as, “assess quantity of written production”, as raters sometimes
considered the quantity of the text at the sentence or paragraph level as well in
the TAPs.

e A final point was made on the punctuation used while transcribing the voice
recordings in that it was agreed that in one sentence, there might be more than
one meaningful unit that might indicate different strategies in the coding
scheme. In this sense, coding and segmentation were not bound to the
punctuation of the transcription.

Following the revisions made to the coding scheme, a final discussion was carried out
about coding the TAPs and the two researchers, who had almost perfect agreement (x = .83),
carried on coding a number of 446 TAPs. In doing so, they completed coding the TAPs
individually, and when any kind of uncertainty occurred, the researcher made the final decision
following negotiations with the other coder.

Thematic content analysis for written score explanations. The researcher went
through all the essays (N = 1650) to analyze the written score explanations that raters provided
to each essay. In doing so, the explanations, which generally appeared as short statements
including an aspect of the essay described by an adjective (e.g. good grammar, fair language
use, satisfactory content, etc.) were analyzed using thematic content analysis. Each explanation
for the assigned score was coded in terms of focus (e.g. grammar, content, topic development)
as well as #ype (e.g. positive or negative) adapting the coding system developed by Barkaoui
(2010c). It should be noted that neutral explanations did not occur in the data since the
researcher had told the raters to be clear in their explanations regarding the type. The purpose
of this analysis was to determine the frequency of each theme that raters attended to during

their assessments to triangulate the data derived from the TAPs. Inter-rater reliability was
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ensured with the help of an independent researcher, who is a doctoral student in the field of
language education. The independent researcher coded 10% of the data using the same
inductive techniques of theme identification and connotation categorization. The statistical
analysis on the similarity of coding carried by the researchers revealed a very good agreement
between the two coders, k = .89 with p <.001.
Research Ethics

There are no foreseeable risks associated with participation in this research project, and
the researcher fulfilled the requirements of research ethics in every phase of the data collection
and thesis writing process. First, the students (18+) whose essays were used in the study were
informed about the purpose of the research and their consent was received before the
compositions were collected. Second, official permission was received from the Dean’s Office
to which the students were enrolled to collect the student essays for research purposes
(Appendix K). Third, three expert raters were contacted to make the quality division of the
essays and each consented to participate in the research. Fourth, the raters were contacted
through email and asked for their voluntarily participation in the research. Overall, all
participants were ensured that the participation is voluntary, their identities are confidential,
and they may withdraw from the study without any penalty. Furthermore, the researcher
received official permissions from the raters’ institutions for their participation in the research
(Appendix L). Finally, the three expert raters and 33 participant raters were informed that they
would be compensated for their efforts if the researcher received funding from domestic or
international research foundations.
Summary

This chapter explained the methodological aspects of the current research study. First,
G-theory as a theoretical framework was explained followed by a detailed description of the

demographics of the participants. In the following sections, data collection instruments were
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presented and the adaptation processes of analytic rating scale and data coding scheme with the
pilot analysis outcomes were provided. Next, quantitative and qualitative data collection
procedures were detailed respectively. In addition, the chapter continued with the steps in
which data were prepared for analysis and the computer programs used for analyzing the data
were introduced in accordance with the type of the analysis. Finally, ethical issues in
educational research were explained. The findings and results of the study are presented in the

next chapter.
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Chapter 1V

Results

This chapter presents the results of each research question separately along with their
respective data analysis results. As a convergent parallel design as a mixed-methods approach
was used in the study, the results pertaining to quantitative and qualitative data are analyzed
and presented separately. The chapter starts with the presentation of the quantitative data
analysis results in which four research questions are answered. Following that, the qualitative
data analysis results are provided to answer the remaining two research questions.
Quantitative Data Analysis Results

As for the analysis of quantitative data, SPSS 24.0 was used for descriptive and
inferential statistics to address the first two research questions (RQ). RQ1 inquired whether
there were any significant differences between the analytic scores assigned to high-quality and
low-quality essays while RQ2 asked whether there were any significant differences among the
analytic scores assigned by raters with varying experience. While answering these questions,
descriptive and inferential statistics were conducted with specific emphasis on essay quality
and previous rating experience. G-theory analysis was conducted to answer RQ3, which aimed
to explore the sources of score variation that contribute most (relatively) to the score
variability of the analytic scores of EFL essays, and RQ4, which asked whether the reliability
of the analytic scores of raters differ based on their amount of experience.

Results for RQ1. The first research question is: Are there any significant differences
among the analytic scores assigned to the low- and high-quality EFL essays? In order to
answer this research question, descriptive and inferential statistics were conducted and the
results are presented using both figures and tables.

Figure 9 and 10 display the deviation of median values as well as ranges for the essay

scores assigned to high- and low-quality essays. Boxplots are considered a good way to
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visualize the distribution of data because they divide the data into quartiles. The body of the
boxplot, which is shown as the colored box in Figures 9 and 10, represents 50% of the data.
The horizontal black line in the box shows the median of the data set; this also represents the
second quartile (Q2). The vertical lines extending from the top to the bottom of the box are
known as whiskers and represent the remaining 50% of the data. The line extending below the
box includes the data from the smallest non-outlier to the first quartile (Q1) of the data set.

The whisker extending above the box includes data points from the third quartile (Q3) to the
largest non-outlier. Because the boxplot includes data within a 95% confidence interval,
outliers are plotted as points on the graph above or below the boxplot. The vertical distance of
the boxplot represents the range, and the length of the quartiles in the boxplot illustrates the
skewness patterns of the data. While the first boxplot graph depicts the distribution of the
scores assigned to the high-quality papers (n = 25), the second boxplot graph shows the

distribution of the scores assigned to the low-quality papers (n = 25).
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Figure 9. Boxplots for the total scores assigned to high-quality essays.
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Figure 10. Boxplots for the total scores assigned to low-quality essays.

As can be seen in the boxplots graphs, for high-quality essays, smaller ranges of essay
scores can be observed for the first two quartiles and larger ranges can be observed for the
second two quartiles, suggesting that scores were concentrated on the higher end of the rubric.
For low-quality essays, in contrast, the range of scores appears to be more evenly distributed
across the four quartiles. Additionally, there appears to be more variance in the median scores
for low-quality papers as compared to high-quality papers, for which median scores appeared
relatively similar across the 25 essays.

The data were further investigated through descriptive and inferential statistics in order
to have a better idea about the distribution of the scores and the differences between two sets of
essays. Because the boxplots suggested great ranges for both high-quality and low-quality
essays, the range between minimum and maximum scores was calculated for each essay (see
Appendix M for high-quality essays and Appendix N for low-quality essays). Overall, the

mean range for all essays was 6.39 and the mean range for high-quality essays was 6.13 while
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the mean range for low-quality essays was 6.66. These values indicated a striking range in the
scores out of a 10-point scale.

In order to compare the differences between the scores assigned to high-quality and
low-quality essays, an independent-samples #-test was conducted. The analysis revealed a
significant difference in the scores assigned by raters to high- and low-quality essays. The
scores assigned by raters differed significantly between the high-quality (M = 7.67, SD = 0.49)
and low-quality essays (M = 4.65, SD = 1.09; #(33.5) = 12.55, p < .001, two-tailed). The
magnitude of the differences in the means (mean difference = 3.02, 95% CI: 2.53 to 3.51) was
very large (eta squared = 0.87). Furthermore, independent-samples #-tests were conducted to
compare the scores assigned to high- and low-quality essays by each rater. For each rater, the
results yielded significant differences in the scores assigned to high- and low-quality essays.
For 32 out of 33 raters the significance value was found to be p <.001; for one rater the
significance was calculated as p = .005. These results suggest that there are significant
differences in the analytic scores assigned to low- and high-quality EFL essays.

Results for RQ2. The second research question is: Are there any significant differences
among the analytic scores assigned by raters with varying previous rating experience?

As mentioned in the demographics section, the raters were divided into three categories
based on their previous rating experience. Raters who reported four years or less scoring
experience were categorized in the low-experienced group (n = 13); raters with five to six years
of rating experience were labelled as medium-experienced raters (z = 10) while raters with
seven years’ or more experience fell into the high-experienced rater category (n = 10). In order
to answer RQ2, the scores assigned to high- and low-quality essays were compared using
descriptive and inferential statistics. Figure 11 shows the mean essay scores for each of the 25

high-quality essays according to rater experience.
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Figure 11. Scoring trend for high-quality essays based on rater experience.

As can be seen from Figure 11, raters in the more experienced group tended to give
higher scores to high-quality essays than raters with less experience, including raters in both
the low- and medium-experienced groups. Figure 12 shows the mean essay score for each of

the 25 low-quality essays according to rater experience.
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Figure 12. Scoring trend for low-quality essays based on rater experience.
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As evident from Figure 12, the same trend that was observed for high-quality essays
can also be seen for low-quality essays: raters with more experience tended to give higher
scores than raters with less experience. Moreover, Figure 12 shows that a wide range of mean
scores was given to the low-quality essays, with the highest mean score of 7.14 given to essay
number 50 by the high experience group and the lowest mean score of 1.97 given to essay 37
by the low experience group. Table 10 shows the mean essay scores given for high- and low-
quality essays according to experience group.

Table 10

Mean Essay Scores by Experience Groups

Mean score
High-quality essays Low-quality essays
Low 7.39 4.25
Experience Medium 7.52 4.57
High 8.17 5.24

As can be seen in Table 10, the high-experienced group tended to give higher scores to
both high- and low-quality essays, while the low-experienced group tended to give lower
scores to both high- and low-quality essays. The mean scores assigned to individual essays by
each rater group can be found in the Appendix pages (Appendix O for high-quality essays and
Appendix P for low-quality essays).

After observing general trends in the data, statistical analyses were carried out using
SPSS 24 to examine whether the trends observed in the data were statistically significant.
Namely, analyses were conducted to examine whether the tendency of more experienced raters
to assign higher scores to both high- and low-quality essays was statistically significant. To do
this, non-parametric tests were conducted to compare the means across three groups (Grl, 7 jow-

experienced — 137 GI'2, " medium-experienced — 10, GI'3, M high-experienced — 10)
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A Kruskal-Wallis test revealed no statistically significant differences in the mean scores
assigned to high-quality essays across three experience groups (Grl, 7 1ow-experienced = 13; G12, 1
medium-experienced = 105 GI3, 71 high-experienced = 10), 1 (2, n = 33) = 2.74, p > .05. The high-
experienced group recorded a higher median score (Mdn = 8.60) than the medium-experienced
and low-experienced groups, which recorded median values of 7.79 and 7.36, respectively.

A Kruskal-Wallis test revealed a statistically significant difference in the mean scores
assigned to low-quality essays across three experience groups (Grl, 7 1ow-experienced = 13; G12, 1
medium-experienced = 103 GI3, 7 high-experienced = 10), ¢ (2, 7 = 33) = 6.72, p = .04. The high-
experienced group recorded a higher median score (Mdn = 5.28) than the other two groups,
which recorded median values of 4.28 for the low-experienced group and 4.38 for the medium-
experienced group.

Following the findings of the Kruskal-Wallis test, follow-up Mann-Whitney U tests
were performed to determine which of the groups were statistically significant from each other.
A Mann-Whitney U test revealed statistically significant differences between low- (Mdn =
5.28, n=13) and high- (Mdn = 4.28, n = 10) experienced groups, U =23,z=-2.61,p=.01,r=
.54. Mann-Whitney U tests revealed no statistically significant differences for the other paired
groups.

Following the Kruskall-Wallis test which revealed significant differences between the
mean scores assigned to low-quality essays across groups, Kruskall-Wallis tests were carried
out on each low-quality essay (n = 25) to reveal significant differences within the scores
assigned to each individual essay across experience groups. The Kruskall-Wallis tests revealed
statistically significant differences in the scores assigned to the following three essays: Essay
28 (* (2, n=133)=7.36, p = .03), Essay 41 (y* (2, n = 33) = 6.27, p = .04), and Essay 49 (" (2,
n=33)=7.19, p =.03). For each essay determined to have received statistically significant

scores across groups, follow up Mann-Whitney U tests were conducted.
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For Essay 28, a Mann-Whitney U test revealed statistically significant differences
between the low- (Mdn = 3.90, n = 13) and high- (Mdn = 6.60, n = 10) experienced groups, U
=27,z=-2.36,p=.02, r=.49. A Mann-Whitney U test also revealed statistically significant
differences between the low- (Mdn = 3.90, n = 13) and medium- (Mdn = 5.25, n = 10)
experienced groups, U=31.5,z=-2.08, p = .04, r = .43.

For Essay 41, a Mann-Whitney U test revealed statistically significant differences
between the low- (Mdn = 2, n = 13) and high- (Mdn = 3.70, n = 10) experienced groups, U =
28,z=-2.30,p=.02,r= 48.

For Essay 49, a Mann-Whitney U test statistically significant differences between the
low- (Mdn =5, n = 13) and high- (Mdn =7, n = 10) experienced groups, U =28, z=-2.30,p =
.02, r=.48. A Mann-Whitney U test also revealed statistically significant differences between
the medium- (Mdn = 4.45, n = 10) and high- (Mdn =7, n = 10) experienced groups, U =19, z =
-2.35, p=.02, r = .53. Mann-Whitney U tests revealed no statistically significant differences
for the other paired groups for each of these three essays.

In addition to the analyses investigating variations in the total scores assigned to essays,
the scores assigned to each component of the rubric (grammar, content, organization, style and
quality of expression, and mechanics) were analyzed to examine whether statistically
significant differences could be found in the scores assigned by raters in low-, medium- and
high-experienced groups to each component. First, non-parametric tests were conducted to
compare the means assigned to component scores across three rater experience groups (Grl, n
low- experienced = 135 GI2, 11 medium-experienced = 105 GI3, 7 high-experienced = 10).

A Kruskal-Wallis test revealed statistically significant differences in the mean scores
assigned to the mechanics component of low-quality essays across three experience groups
(Gr1, 7 tow-experienced = 13; G2, 7 medium-experienced = 103 GI3, 7 high-experienced = 10), 1 (2, n = 33) =

6.06, p = .048. For the mechanics component of the low-quality essays, the high-experienced
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group recorded a higher median score (Mdn = 0.68) than the low-experienced group (Mdn =
0.50) and the medium-experienced group (Mdn = 0.58). No significant differences between
groups were found for the other components of low-quality essays. Overall, no significant
differences were found between groups for the scores assigned to any of the components for
high-quality essays.

Following the findings of the Kruskal-Wallis test, follow-up Mann-Whitney U tests
were performed to determine which of the experience groups were statistically significant from
each other. A Mann-Whitney U test revealed statistically significant differences between the
low- (Mdn = 0.50, n = 13) and high- (Mdn = 0.58, n = 10) experienced groups, U =29.5, z = -
2.20, p = .03, r = .46). Mann-Whitney U tests revealed no statistically significant differences
for the other paired groups.

In conclusion, statistically significant differences were found between the scores
assigned to low-quality essays by high-experienced and low-experienced rater groups. Further
analysis revealed that these two experience groups significantly differed in their mechanics
component scores. No statistically significant differences were found between rater groups for
their total scores or component scores given to high-quality essays.

Comparison of the scores based on self-described experience. The findings derived
from the differences between the scores assigned to the essays by the raters pertaining to each
experience group encouraged the researcher to conduct further analyses based on the
experience levels that raters self-described. In order to investigate the extent to which the
distribution of raters into groups according their self-described experience corresponded to the
categorization of raters according to their reported experience in rating papers, descriptive
statistics were conducted to the determine the overlaps between actual experience and self-
described experience. Table 11 compares raters according to their self-described experience

and their reported experience.
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Table 11

Demographics of Participants Based on Their Reported and Self-described Experience in EFL

Writing Assessment
Self-described Experience
N(.) tht.le Some Experienced V?ry Total
experience  experience  experience experienced
Exp. Low 2 3 4 4 0 13
Group Medium 0 1 5 4 0 10
High 1 0 5 3 1 10
Total 3 4 14 11 1 33

As can be seen from Table 11, there was variation in the grouping of raters when raters
were categorized according to their self-described experience rather than reported experience.
Of the 13 raters in the low-experienced group, four described themselves as high-experienced
raters and four described themselves as medium- (somewhat) experienced raters; only five of
the 13 low-experienced raters self-identified as low-experienced raters. Additionally, five of
the 10 high-experienced raters described themselves as medium- (somewhat) experienced
raters, and one of the high-experienced raters described him or herself as a low-experienced
rater. Among the raters who self-described as high-experienced (n = 12), there was an equal
distribution among experience groups: four raters belonged to the low-experienced group, four
belonged to the medium-experienced group, and four belonged to the high-experienced group.
A similar pattern can be observed in the self-described medium-experienced group, of which
four raters belonged to the low-experienced group, five belonged to the medium-experienced
group, and five belonged to the high-experienced group. Thus, the grouping of raters according
to self-described experience differed from the grouping according to reported experience in
terms of years rating EFL essays. Raters did not necessarily self-identify with their groupings
in terms of experience in years. Given the difference between these two sets of groupings, data
were analyzed according to self-described experience in order to investigate whether a rater’s

perceived or self-described experience affect their rating behavior.
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Firstly, trends in the mean essay scores assigned to high- and low-quality essays were
examined with respect to raters’ self-described level of experience rating papers. Raters were
divided into three groups (low, medium, high) based on their self-described experience. Figure
13 shows the mean essay scores assigned to the 25 high-quality essays according to raters’ self-

described experience.
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Figure 13. Scoring trend for high-quality essays based on self-described experience.

Figure 13 demonstrates that a similar trend can be seen in the mean scores assigned to
high-quality essays by self-described rater experience groups as was observed with reported
experience groups. Raters who describe themselves as having more experience tended to assign
higher scores to high-quality essays than raters who described themselves as having less
experience (self-described low- or self-described medium-experienced groups). The data were
similarly examined for low-quality essays. Figure 14 shows the mean scores assigned to each

of the 25 low-quality essays according to raters’ self-described experience level.
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Figure 14. Scoring trend for low-quality essays based on self-described experience.

Figure 14 suggests that raters’ with less self-described experience tended to assign
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lower scores than raters with more experience (self-described high- or self-described medium-

experienced groups). However, for low-quality essays, the trend among self-described high-

experienced raters to assign higher scores is less clear. Rather, self-described high- and self-

described medium- experienced raters tended to assign similar scores, with self-described

medium-experienced raters sometimes assigning higher scores than their self-described high-

experienced peers. Table 12 summarizes the mean scores given to high- and low-quality essays

by raters according to their self-described experience.

Table 12

Mean Essay Scores by Self-described Experience Group

Self-described
Experience

Mean Score
High-quality essays ~ Low-quality essays
Low 6.84 3.91
Medium 7.60 4.98

High 8.24 4.70
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As can be seen in Table 12, the high-experienced group tended to give higher scores to
high- and low-quality essays compared to the low-experienced group, while the low-
experienced group tended to give lower scores to both high- and low-quality essays. Medium-
experienced raters, however, tended to give higher scores to low-quality essays than the high-
experienced group of raters did.

After observing general trends in the data, statistical analyses were carried out using
SPSS 24 to examine whether the trends observed in the data were statistically significant.
Namely, analyses were conducted to examine whether the tendency of self-described high-
experienced raters to assign higher scores to both high- and low-quality essays was statistically
significant. To do this, non-parametric analyses were conducted to determine whether
statistically significant differences could be found between the essay scores assigned by raters
according to their self-described experience levels, as opposed to their reported experience in
years rating EFL essays. Using Kruskal-Wallis tests, the mean scores assigned to high- and
low-quality essays were compared across three self-described groups (Grl, 7 seif-described low-
experienced = 75 OT2, 7 self.described medium-experienced = 145 GI3, 71 self-described high-experienced = 12).

A Kruskal-Wallis test revealed statistically significant differences in the mean scores
assigned to high-quality essays across three self-described experience groups (Grl, 7 it described
low-experienced = 73 GT2, 1 seif-described medium-experienced = 145 GI3, 71 self described high-experienced = 12), % (2,
n=33)=7.23, p =.03. The self-described high-experienced group recorded a higher median
score (Mdn = 8.33) than the self-described low-experienced group (Mdn = 6.87) and the self-
described medium-experienced group (Mdn = 7.36).

Mann-Whitney U tests were then performed to determine which of the groups were
statistically significant from each other. A Mann-Whitney U test revealed statistically
significant differences between the self-described low- (Mdn = 6.87, n = 7) and the self-

described high- (Mdn = 8.33, n = 12) experienced groups, U= 13,z=-2.45, p= .01, r=.56.
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Mann-Whitney U tests revealed no statistically significant differences for the other paired
groups.

No statistically significant differences were found in the mean scores assigned to low-
quality essays across the self-described experience groups, x° (2, 7 =233) = 5.18, p = .08,
although the self-described high-experienced group recorded a higher median score (Mdn =
5.04) than the two other groups (self-described low, Mdn = 4.26, self-described medium, Mdn
=4.69).

Following the Kruskall-Wallis tests on the mean scores given to high- and low-quality
essays according to self-described experience groups, additional Kruskall-Wallis tests were
carried out on each of the high-quality essays (n = 25) to reveal significant differences in the
scores assigned to each individual essay across self-described experience groups. The
Kruskall-Wallis tests revealed statistically significant differences in the scores assigned to eight
essays, which are presented in Table 13.

Table 13

Kruskall-Wallis Test Results for High-quality Essays

2 Self-described  Self-described  Self-described
Essay @ ,,X= 33) D low medium high
’ (Mdn) (Mdn) (Mdn)

Essay 4 6.31 .04 7.20 6.85 9.05
Essay 6 6.84 .03 6.70 7.55 8.95
Essay 11 6.70 .04 6.50 7.45 8.60
Essay 12 6.37 .04 5.10 7.55 8.15
Essay 15 6.69 .04 7.30 7.85 8.65
Essay 16 11.03 .004 5.10 5.80 8.05
Essay 18 6.66 .04 6.30 7.95 8.20

Essay 21 7.58 .02 7.00 7.90 8.95
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For each of the eight essays determined to have received statistically significant scores
across self-described experience groups, follow up Mann-Whitney U tests were conducted.

For Essay 4, a Mann-Whitney U test revealed statistically significant differences
between the self-described medium- (Mdn = 6.85, n = 14) and the self-described high- (Mdn =
9.05, n = 12) experienced groups, U =36,z =-2.47, p = .01, r = 49.

For Essay 6, a Mann-Whitney U test revealed statistically significant differences
between the self-described low- (Mdn = 6.70, n = 7) and the self-described high- (Mdn = 8.95,
n = 12) experienced groups, U= 13, z=-2.46, p = .01, r = .56.

For Essay 11, a Mann-Whitney U test revealed statistically significant differences
between the self-described low- (Mdn = 6.50, n = 7) and the self-described high- (Mdn = 8.60,
n = 12) experienced groups, U= 13,z=-2.45,p= .01, r=.56.

For Essay 12, a Mann-Whitney U test revealed statistically significant differences
between the self-described low- (Mdn = 5.10, n = 7) and the self-described high- (Mdn = 8.15,
n = 12) experienced groups, U=17,z=-2.12, p = .03, r = .49.

For Essay 15, a Mann-Whitney U test revealed statistically significant differences
between the self-described medium- (Mdn = 7.85, n = 14) and the self-described high- (Mdn =
8.65, n = 12) experienced groups, U=37,z=-2.42,p=.02, r = 48.

For Essay 16, a Mann-Whitney U test revealed statistically significant differences
between the self-described low- (Mdn = 5.10, n = 7) and the self-described high- (Mdn = 8.05,
n = 12) experienced groups, U=7.5,z=-2.92, p =.004, r = .67. A Mann-Whitney U test also
revealed statistically significant differences between the self-described medium- (Mdn = 5.80,
n = 14) and the self-described high- (Mdn = 8.05, n = 12) experienced groups, U =40.5, z = -
224, p=.03,r=44.

For Essay 18, a Mann-Whitney U test revealed statistically significant differences

between the self-described low- (Mdn = 6.30, n = 7) and the self-described high- (Mdn = 8.20,
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n = 12) experienced groups, U =15,z =-2.28, p = .02, r = .52. A Mann-Whitney U test also
revealed statistically significant differences between the self-described low- (Mdn = 6.30, n =
7) and the self-described medium- (Mdn = 7.95, n = 14) experienced groups, U =18.5, z = -
2.28,p=.02, r=.50.

For Essay 21, a Mann-Whitney U test revealed statistically significant differences
between the self-described low- (Mdn = 7, n = 7) and the self-described high- (Mdn = 8.95, n =
12) experienced groups, U =11.5,z=-2.59, p = .01, » = .59. Mann-Whitney U tests revealed
no statistically significant differences for the other paired groups for each of the eight high-
quality essays.

In order to further investigate the aforementioned findings, non-parametric tests were
also conducted to compare the mean scores assigned to rubric components across three self-
described rater experience groups (Grl, 7 cif-described low-experienced = 73 GI2, 1 self-described medium-
experienced = 143 GI3, 7 gelf-described high-experienced = 12). Analyses were conducted on the scores
assigned to five rubric components: grammar, content, organization, style and quality of
expression, and mechanics.

A Kruskal-Wallis tests revealed statistically significant differences in the mean scores
assigned to each of the five rubric components for high-quality essays across the three self-
described groups (Grl, 7 eif-described low-experienced = 75 GI2, 1 self-described medium-experienced = 143 G13, 1
self-described high-experienced = 12:). Table 14 summarizes the findings for each rubric component of

the high-quality essays:
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Table 14

Kruskall-Wallis Test Results for High-quality Essay Component Scores by Self-described

Experience Groups

2 Self-described  Self-described  Self-described
Component @ nx= 33) D low medium high
’ (Mdn) (Mdn) (Mdn)

Grammar 8.89 .01 1.10 1.24 1.37
Content 6.38 .04 1.83 2.13 2.41
Organization 7.44 .02 1.64 1.83 2.09
Style & Quality of

6.47 .04 1.40 1.52 1.65
Expression
Mechanics 6.35 .04 0.79 0.91 0.92

For every component, the self-described high-experienced group recorded higher
median scores than the self-described low- and the self-described medium-experienced groups
for each component (grammar, content, organization, style & quality of expression, and
mechanics). The self-described low-experienced group recorded lower median scores than both
the self-described medium- and the self-described high-experienced groups for each
component.

Mann-Whitney U tests were performed to determine which of the self-described
experience groups were statistically significant from each other. Table 15 summarizes the
statistically significant differences between groups for the rubric components for high-quality

essays.
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Table 15

Mann-Whitney U Test Results for High-quality Essay Component Scores by Self-described

Experience Groups

Component Groups n Mdn U z p r
Low 7 1.10
Grammar 11 -2.62 .009 .60
High 12 1.37
Medium 14 1.24
Grammar 45 -2.01 .045 .39
High 12 1.37
Low 7 1.83
Content 16 -2.20 .03 .50
High 12 2.41
Low 7 1.64
Organization 14 -2.37 .02 .54
High 12 2.09
Medium 14 1.83
Organization 45.5 -1.98 .048 .39
High 12 2.09
Style &
Low 7 1.40
Quality of 17 2.11 .04 49
) High 12 1.65
Expression
] 0.79
Mechanics Lol 15 -2.54 .01 .55
Medium 14 0.91

Mann-Whitney U tests revealed no statistically significant differences for the other
paired groups for component scores assigned to high-quality essays.

Non-parametric tests were also conducted to compare the mean scores assigned to
rubric components across three self-described rater experience groups (Grl, 7 st described low-
experienced = 75 GT2, 71 elf-described medium-experienced = 145 GT3, 7 self-described high-experienced = 12) for low-
quality essays. A Kruskal-Wallis test revealed statistically significant differences in the mean
scores assigned to the grammar, style & quality of expression, and mechanics components of
the rubric across the three self-described groups for low-quality essays. No statistically

significant differences were found in the mean scores assigned to the content and organization
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components of the rubric. Table 16 summarizes the findings of the Kruskall-Wallis tests for
rubric components for low-quality essays.

Table 16

Kruskall-Wallis Test Results for Low-quality Essay Component Scores by Self-described

Experience Groups

2 Self-described  Self-described  Self-described
Component @ nX= 33) D low medium high
’ (Mdn) (Mdn) (Mdn)
Grammar 6.15 .046 0.66 0.78 0.80
Content 2.75 >.05 1.11 1.32 1.42
Organization 3.34 >.05 1.00 1.14 1.26
Style & Quality of

6.95 .03 0.84 1.02 0.95

Expression
Mechanics 6.01 .05 0.48 0.65 0.57

As presented in Table 16, self-described low-experienced raters tended to record lower
median scores to each component of the rubric. With the exception of the style & quality of
expression and the mechanics components, the median score recorded by the self-described
high-experienced raters tended to be higher than the other two self-described experience
groups. For the style & quality of expression and the mechanics components, the self-described
medium-experienced group recorded the highest median score. These findings are consistent
with other trends in the data suggesting that higher-experienced raters and raters with higher
self-described experience tended to assign higher scores than lower-experienced raters and
raters with lower self-described experience.

Follow-up Mann-Whitney U tests were carried out to compare the differences between
self-described groups for the grammar, style & quality of expression, and mechanics

components for low-quality essays, as Kruskall-Wallis tests revealed significant differences



122

between groups for these components. The statistically significant differences discovered by
the Mann-Whitney U tests are summarized in Table 17.

Table 17

Mann-Whitney U Test Results for Low-quality Essay Component Scores by Self-described

Experience Groups

Component Groups n Mdn U z D r

Low 7 0.66

Grammar 17 -2.39 .02 52
Medium 14 0.78
Low 7 0.66

Grammar 18 -2.03 .04 47
High 12 0.80
Style & Quality of Low 7 0.84

Y Q Y 15 -2.54 .01 .55
Expression Medium 14 1.02
Low 7 0.48

Mechanics 17.5 -2.35 .02 51
Medium 14 0.65

Mann-Whitney U tests revealed no statistically significant differences for the other
paired groups for component scores assigned to low-quality essays.

In conclusion, self-described rater groups did not differ significantly in their total scores
assigned to low-quality essays unlike the findings obtained from the comparison between
reported experience groups. However, significant differences were derived from the total
scores assigned to high-quality essays by self-described experience group. These findings are
also contradictory to the findings obtained from the comparison between reported experience
groups, which revealed no statistically significant differences in the scores assigned to high-
quality essays. When further analyses were conducted on the individual rubric component
scores, the only significant differences across experience groups were found for the scores
assigned to the mechanics component for low-quality essays. However, between self-described
experience groups, statistically significant differences were found for all rubric components for

high-quality essays and the scores assigned to three rubric components (grammar, style and
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quality of expression, and mechanics) for low-quality essays. These results are striking in that
they seem to suggest that self-described experience has a greater effect on the scores assigned
to EFL essays than actual rating experience in terms of years.

Results for RQ3. The third research question is: What are the sources of score
variation that contribute most (relatively) to the score variability of the analytic scores of EFL
essays?

In order to determine the variance sources contributing to the analytic scoring, the
person-by-rater-by-quality (p x 7 x ¢) random effects G-study was conducted. Table 18
illustrates the variance components and their relative contribution to the score variability.
Table 18

Variance Components for Random Effects P X R X Q Design

Variance Source df G’ %
P 24 2.59 453

R 32 0.09 1.6

Q 1 -0.03 0

PR 768 0.43 7.6

PQ 24 0.01 0.2

RQ 32 0.80 14
PRQ 768 1.79 31.3
Total 1649 100

Table 18 reveals that the largest variance component (45.3%) was due to persons,
indicating that students differed in their writing performance as measured by the writing task.
This result is desirable since the purpose of an assessment task is to differentiate students’
writing abilities. The second greatest variance was attributable to the residual (31.3%), which

was obtained from the interaction of raters, compositions, essay quality, and other unexplained
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unsystematic and systematic sources of errors. The third largest variance contributed to the
score variability (14%) was the interaction between raters and essay quality, indicating that
raters differed substantially while scoring compositions of distinct qualities. Table 18 shows
that the fourth largest variance source was the interaction between persons and raters (7.6 of
the total variance); this result means there was inconsistency between certain raters in terms of
their judgements while assessing some certain essays. The remaining variance sources,
including rater, essay quality, and person-by-quality, were negligible since their relative
contributions to the variability of scores were small (1.6%, 0%, 0.2%, respectively).

In order to determine the variance sources contributing to the ratings assigned to high-
quality essays, the person-by-rater (p x r) random effects G-study was conducted. Table 19
illustrates the variance components and their relative contribution to the score variability of
high-quality essays.

Table 19

Variance Components for Random Effects P X R Design (High-quality Essays)

Variance Source df v %
P 24 0.20 6.8

R 32 1.15 39
PR 768 1.60 54.2
Total 824 100

According to Table 19, the greatest variance component was found to be the residual
(54.2%), indicating that a large variance source is not explained in this design due to the
interaction between persons, raters, and other systematic and unsystematic error sources. The
second largest variance component followed by the residual was the rater facet (39%),
indicating that raters’ scores assigned to high-quality papers were markedly inconsistent. The

smallest portion of variance was attributable to persons (6.8%), indicating that students did not
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differ significantly in their writing abilities. Although a larger variance percentage is desired
from the object of measurement (persons), the relative contribution of the students in this
design was considerably small. This can be seen as the result of homogeneous distribution of
the students due to the particular selection of high-quality essays for the purpose of the
analysis.

As for the determination of the variance sources contributing to the ratings assigned to
low-quality essays, the person-by-rater (p x r) random effects G-study was conducted as well.
Table 20 illustrates the variance components and their relative contribution to the score
variability of low-quality essays.

Table 20

Variance Components for Random Effects P X R Design (Low-quality Essays)

2

Variance Source df o %
P 24 1.15 30.4
R 32 0.88 23.4
PR 768 1.74 46.2
Total 824 100

The results in Table 20 shows that the largest variance component was the residual
(46.2%) because of the interaction between persons, raters, and other systematic and
unsystematic error sources. The second largest variance component was persons followed by
the residual (30%), indicating that students who were considered weak in their writing abilities
performed differently in the given writing task. The remainder and smallest variance
component was raters (23.4 %), which means that raters differed substantially in their scoring
procedures while assessing low-quality papers.

To put it together, the writing task was effective to differentiate students in their writing

abilities and raters were consistent while grading the essays collectively. However, while
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grading high-quality essays, raters differed substantially more in terms of leniency and severity
compared to their ratings assigned to low-quality papers (39% and 23.4%, respectively). This
might be related to the students’ writing abilities within each essay quality group in that
students performed more differently in low-quality essays (30.4%) compared to the writing
performance exhibited in high-quality essays (6.8%). These results indicate that different
interaction patterns occurred between persons, raters, and essay quality, indicating that low-
quality essays were scored more similarly while raters applied more various scoring standards
to assess high-quality essays.

Calculation of generalizability and dependability coefficients. Using the person-by-
rater-by-quality (p x r x ¢) random effects G-study design for all papers, and person-by-rater (p
x r) random effects design for high-quality and low-quality essays individually, the
dependability coefficient (denoted as @) and generalizability coefficient (denoted as Ep” or G)
were calculated. The results are presented in Table 21.

Table 21

Generalizability and Dependability Coefficients for Essay Ratings

Essays Negsays NRates Ep’ @
All essays 50 33 .98 98
High-quality 25 33 .81 71
Low-quality 25 33 .96 .94

As shown in Table 21, the generalizability and dependability coefficients obtained for
all papers with the current 50 essays and 33-rater scenario (Ep’ = .98 and ® = .98) were higher
than those of obtained for low-quality essays (.96 and .94, respectively) and high-quality
essays (.81 and .71, respectively). The results showed that while Ep” and ® coefficients were
obtained for the low-quality essays as well as all essays including both qualities were higher,

the G-study analysis yielded lower Ep’ and @ coefficients for high-quality essays.
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Followed by the calculation of G-coefficients and dependability indices, various D-
studies based on completely crossed designs for three sets of essays (i.e. p x r x g for all essays
and p x r for high-quality and low-quality essays) were conducted. The purpose of this
procedure is to estimate the most suitable scoring design in similar assessment contexts. While
designing D-studies, it is assumed that increasing the number of facets in a G-study design will
produce higher Ep” and ® coefficients. However, given that high coefficients were obtained for
all essays and low-quality essays, a scenario in which the number of raters were decreased was
planned until the @ indices were achieved at acceptable level (i.e., above .80). However, the
number of raters were increased in the scenario designed for high-quality essays since the Ep’
and @ coefficients were lower in the current scenario. Table 22 illustrates the generalizability
and dependability coefficients in different scenarios in which the number of raters are

manipulated.
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Generalizability and Dependability Coefficients for All, High-, and Low-quality Essays
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All essays (N=50,pxrx q) Nraters Epz (6]
33 .98 .98
23 .98 .97
13 .96 .95
3 85 81
Low-quality essays (n =25, p x r) Nraters Epz (0]
33 .96 .94
23 .94 91
13 .90 .85
10 87 81
High-quality essays (n =25, p x r) NRraters Ep’ o
33 81 71
48 .86 78
53 .87 .79
58 .88 81

Table 22 shows that using the current G-study design, acceptable Ep” and @

coefficients (i.e. above .80) would be obtained when the number of raters decreased down to

three for all essays combining both high- and low-qualities. As for low-quality essays,

acceptable Ep” and ® coefficients would be obtained if a total of 10 raters were included.

However, for high-quality essays, the desired generalizability and dependability coefficients

can be obtained only if the number of raters are increased up to 58. An extended list of Ep” and

@ coefficients for the aforementioned analyses can be found in the appendix 